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Presentación
La irrupción de la Inteligencia Artificial Generativa ha trans-
formado en los últimos 3 años, la conversación global sobre 
el conocimiento, la enseñanza y el aprendizaje tanto en el 
sistema escolar como universitario, así como en todas las 
áreas del quehacer humano. Desde la aparición de Chat 
GPT a fines de 2022, los sistemas capaces de producir texto, 
imagen, video y código a partir de lenguaje natural se han 
integrado a la vida cotidiana, al trabajo y, de manera in-
eludible, a la educación, y si bien la IA tiene mucho tiempo 
entre nosotros, su masificación se dio con este hito.

Este libro surge en ese contexto de cambio acelerado y de 
preguntas pedagógicas profundas: ¿qué significa enseñar 
cuando las máquinas también “generan”? ¿Cómo cambia 
la relación entre el docente y el conocimiento? ¿De qué 
manera podemos formar sujetos críticos, éticos y creativos 
en una cultura mediada por algoritmos?

El texto que el lector tiene en sus manos reúne once 
escritos por académicas y académicos del Observatorio 
sobre uso de inteligencia artificial en educación de la 
Facultad de Educación de Universidad de Las Américas. 
Cada autor aporta desde su experiencia, disciplina y mi-
rada pedagógica a una reflexión colectiva que combina 
pensamiento crítico, innovación didáctica y compromiso 
ético. No se trata de un manual técnico ni de un conjunto 
de recetas, sino de un texto que en su conjunto invita a 
pensar el lugar de la inteligencia artificial en la educación 
desde una perspectiva humanista, situada y latinoameri-
cana, por lo cual los artículos se distribuyen en tres ejes. 

Eje I: Perspectiva Humanista y Ética de la IA 
Educativa

Este primer bloque reúne los textos que reflexionan sobre 
la relación entre tecnología, ética y condición humana, 
defendiendo que la IA solo tiene sentido pedagógico 
cuando se pone al servicio de la vida, de la empatía y 
del encuentro educativo. Los tres trabajos aquí incluidos 
plantean una visión donde la tecnología no sustituye al 
profesor, sino que lo convoca a una nueva reflexión su 
identidad profesional y moral.

•	 “La nueva alianza: IA y emociones al servicio del aula” 
Marisol López
 Se propone un enfoque original sobre la educación 
emocional mediada por inteligencia artificial, situando 
la reflexión en el contexto de los nuevos desafíos pe-
dagógicos. Su texto concibe una “nueva alianza” entre 
tecnología y afectividad, en la que las herramientas 
generativas se orientan al bienestar docente y al de-
sarrollo socioemocional del estudiantado. La autora 
advierte, sin embargo, que la innovación tecnológica 
carece de sentido si se desconecta del cuidado, la 
empatía y la reflexión ética, invitando a repensar el 
papel humano en la era digital desde una pedagogía 
del vínculo y la conciencia. 

•	 “Ética e inteligencia artificial en educación: Reco-
mendaciones para desarrollar el pensamiento crítico 
mediante Aprendizaje Basado en Investigación y en 
Problemas” 
Juan Alejandro Henríquez
El autor desarrolla un marco ético robusto para com-
prender el uso de la IA en el ámbito educativo. Inspirado 
en la noción de hospitalidad digital y en los principios 
de la UNESCO, propone una ética del encuentro y de 
la responsabilidad compartida. Su reflexión subraya 
que el uso de IA debe fortalecer la autonomía moral, 
la transparencia y la justicia cognitiva, configurando 
una pedagogía ética de la inteligencia artificial.

•	 “¿Puede la IA reemplazar a los profesores?”
José Pedro Hernández
El autor examina críticamente el discurso mediático 
sobre la posible sustitución docente por sistemas 
inteligentes. Argumenta que, aunque las máquinas 
pueden simular respuestas, carecen de la empatía, la 
prudencia y el juicio interpretativo que caracterizan la 
enseñanza humana. Para Hernández, el verdadero valor 
del profesorado radica en su capacidad de acompañar, 
discernir y generar sentido frente a la información 
automatizada.



6

Eje II: Innovación Pedagógica y Alfabetización 
Digital Docente

El segundo bloque agrupa textos orientados a la práctica y 
la experimentación. Aquí la IA aparece como herramienta 
creativa, colaborativa y transformadora. Los autores ex-
ploran metodologías activas, co-creación entre humanos 
y máquinas, y nuevos modos de alfabetización digital 
docente.

•	 “Iteración hombre–máquina” 
Christopher Sandoval
Se propone una reflexión teórica sobre la iteración 
como nuevo paradigma de aprendizaje. Según el au-
tor, la interacción entre humano e IA genera un ciclo 
continuo de producción, retroalimentación y mejora, 
que redefine la noción misma de “aprender”. En su 
planteamiento, la IA se convierte en un socio cognitivo, 
capaz de provocar procesos metacognitivos y creativos 
en los educadores.

•	 “Guía para crear GPT personalizados”
Ana Henríquez
En un texto de carácter práctico y formativo, la autora 
ofrece un manual accesible para docentes que deseen 
diseñar sus propios asistentes GPT. El autor demo-
cratiza el uso de la inteligencia artificial generativa, 
mostrando que no es necesario ser programador para 
construir herramientas educativas significativas. Su 
guía refuerza la idea del profesor como diseñador y 
mediador tecnológico.

•	 “VibeCoding/VibeTeach: Construyendo Aplicaciones 
Educativas con IA” 
Cristián Sepúlveda
Se presenta una metodología de creación de aplicacio-
nes educativas mediante lenguaje natural, utilizando 
entornos como Gemini o VibeCoding. Su propuesta 
empodera a los docentes para que pasen de ser con-
sumidores a creadores de tecnología, promoviendo la 
autonomía digital, la alfabetización computacional y 
el aprendizaje basado en proyectos.

“Creación de escape room educativos digitales con la 
inteligencia artificial Gemini de Google” — Adrián Villegas
El autor propone una experiencia de aprendizaje 
inmersivo y gamificado, donde la IA se utiliza para 
diseñar escape rooms pedagógicos que combinan 
narrativa, desafío y colaboración. El texto articula teoría 
y práctica, demostrando cómo la IA puede motivar el 
pensamiento crítico, la resolución de problemas y el 
trabajo cooperativo, manteniendo el sentido didáctico 
y humano de la enseñanza.

•	 “Inteligencia Artificial en el ejercicio de la profesión 
y formación del profesorado de Educación Física, 
hacia una educación situada, de calidad, inclusiva e 
innovadora” 
Antonio Castillo
El autor aborda un territorio poco explorado: la aplica-
ción de la IA en la Educación Física y en la formación 
docente disciplinar. Analiza cómo las herramientas 
inteligentes pueden mejorar la observación, la per-
sonalización y la retroalimentación en el aprendizaje 
del movimiento. Castillo enfatiza la necesidad de una 
formación docente crítica, que combine tecnología, 
cuerpo y pedagogía situada.
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Eje III: Inclusión, Evaluación y Gobernanza de 
la IA Generativa

El tercer eje se centra en los aspectos institucionales, 
éticos y políticos del uso de la IA en educación. Aquí se 
aborda cómo las tecnologías generativas pueden favo-
recer la equidad y la accesibilidad, pero también cómo 
requieren políticas de gobernanza claras que garanticen 
un uso ético y sostenible.

•	 “Uso de ChatGPT para generar materiales escritos 
inclusivos para personas con discapacidad y/o ba-
rreras para el aprendizaje y la participación” 
Domingo Borba
El autor examina el potencial de la IA para eliminar ba-
rreras educativas mediante el Diseño Universal para el 
Aprendizaje (DUA) y las pautas de accesibilidad WCAG. 
Su texto ofrece ejemplos de prompts diseñados para 
crear materiales inclusivos, accesibles y adaptados a 
distintas necesidades. Con un enfoque ético y técnico, 
Borba demuestra que la IA puede ser una herramienta 
de justicia educativa si se emplea con intencionalidad 
pedagógica.

•	 “Inteligencias artificiales generativas y evaluación 
auténtica: un diálogo posible” 
Karen Núñez Valdés
Se analiza cómo la Inteligencia Artificial Generativa puede 
redefinir los procesos evaluativos, desplazando el foco 
de la nota hacia la comprensión y la autorregulación. 
Propone usar la IA como apoyo para la retroalimentación 
formativa, manteniendo la centralidad del pensamiento 
crítico y la ética. Su propuesta apunta a una evaluación 
más dialógica, reflexiva y contextualizada.

•	 “La Inteligencia Artificial Generativa en la Educación. 
Los modelos de texto a imagen, video y presentacio-
nes” 
Paola Espejo
La autora ofrece un panorama actualizado de los 
modelos multimodales de IA (texto, imagen, video, 
presentaciones) y de sus implicaciones educativas. Ad-
vierte sobre riesgos como el plagio, la desinformación, 
los sesgos y los derechos de autor, proponiendo tres 
pilares para una integración responsable: formación 
docente, pensamiento crítico y políticas institucionales 
claras. Su texto aporta una mirada estratégica sobre la 
gobernanza educativa y la ética institucional.

Esperamos con este libro generar un aporte tanto al 
debate de la integración de la IA en educación como 
poder aportar a sus lectores a conocer estrategias, 
ideas y fuentes de inspiración en este nuevo desafío 
que tiene la educación. 

Cristian Adrián Villegas
Director del observatorio sobre uso de IA en educación

2025
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1.	 Un nuevo paradigma educativo

El ingreso de la inteligencia artificial (IA) en la educación 
ha transformado la forma de enseñar y evaluar, sin 
embargo, también se abre la posibilidad de atender los 
aspectos emocionales que se han detectado últimamente, 
es decir, la manera en que los docentes se conocen a sí 
mismos y además gestionan sus emociones. Lejos de ser 
una amenaza, la IA debe convertirse en una aliada para 
promover autoconocimiento, empatía y autorregulación 
emocional en los entornos educativos.

En la actualidad, los educadores enfrentan aulas más 
heterogéneas, exigentes y emocionalmente complejas. 
Sumar a todo este contexto, los ritmos de trabajo, la 
sobrecarga administrativa y la constante exposición a 
lo digital han incrementado el estrés docente, bajo esta 
mirada, las estrategias socioemocionales apoyadas 
con herramientas de IA ofrecen un nuevo espacio para 
acompañar, orientar y fortalecer el bienestar pedagógico.

2.	 Docentes emocionalmente competentes, consti-
tuye una urgencia formativa

Cuando se dice educar emocionalmente no significa 
“enseñar a sentir”, más bien es reconocer y canalizar las 
emociones para generar un clima de aprendizaje positivo, 
un docente emocionalmente competente comprende 
sus propias reacciones, regula la frustración, promueve 
la empatía y modela conductas de respeto y colaboración 
hacia sí mismo y con los demás, sin embargo, muchos 
profesores carecen de espacios formativos que permitan 
desarrollar estas competencias de manera sistemática, 
y es aquí donde la IA puede desempeñar un papel clave 
a través de simuladores, chatbots, analítica emocional 
y asistentes virtuales diseñados para el aprendizaje 
socioemocional.

  1.	 Coordinadora Académica Instituto de Educación y Lenguaje de la Facultad de Educación de Universidad de Las Américas. Estadístico Universidad Arturo 
Prat. Licenciado en Educación Universidad de Viña del Mar. Magíster en Docencia Universitaria, Universidad de las Américas, Magister en gestión 
académica, Universidad Andres Bello. Miembro del Observatorio de Uso de IA en Educación.

La nueva alianza: IA y emociones al servicio del aula

Marisol López Nuñez 1   |  Director Laboratorio de Educación y Tecnologías Hospitalidad Digital

La educación del siglo XXI exige docentes capaces de integrar el conocimiento tecnológico con la comprensión humana. Un 
tema que ha evolucionado la gestión de nuestro mecanismo de vida es el miedo a ser reemplazado, la inteligencia artificial 
no viene a reemplazar la empatía, sino a potenciarla, ofreciendo nuevas rutas para cultivar habilidades socioemocionales 
que fortalezcan el bienestar y la enseñanza.

Eje I: Perspectiva 
Humanista y Ética de 
la IA Educativa
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3.	 Inteligencia artificial como aliada emocional

Cuando la IA es aplicada a la educación socioemocional 
no significa que sustituye la relación humana, pero sí la 
amplifica., por ejemplo:

•	 Chatbots reflexivos: pueden guiar conversaciones 
sobre gestión emocional, ayudando a los docentes a 
identificar estados de ánimo y estrategias para tratar 
o actuar frente al estrés o situaciones de conflicto.

•	 Simuladores de comunicación asertiva: ayudan a 
recrear escenarios de aulas y permiten practicar la 
empatía o la resolución de conflictos con retroali-
mentación inmediata.

•	 Análisis de clima emocional: Existen herramientas 
de IA que interpretan lenguaje, tono y palabras para 
identificar patrones de bienestar o tensión en equipos 
docentes o grupos de estudiantes.

•	 Plataformas de acompañamiento socioemocional: 
Se ofrecen cápsulas interactivas sobre autoconciencia, 
resiliencia y liderazgo emocional.

Estas herramientas no constituyen una idea de reem-
plazar la formación humana, sino complementarla con 
recursos que fomenten la reflexión y la autoobservación.

4.	 Ética, empatía y supervisión humana

Toda innovación educativa con IA debe contemplar y 
tener presente la ética y la empatía como base central 
porque toda información emocional es sensible y su 
manejo exige cuidado, confidencialidad y propósito 

pedagógico claro. Por eso, el acompañamiento humano 
sigue siendo indispensable, la IA apoya, pero no decide.

El docente sigue siendo el intérprete, el mediador y el 
referente ético del proceso, es quien, valida, orienta y da 
sentido a los datos que la tecnología genera. De ahí que 
la alfabetización emocional y digital deben ir de la mano.

5.	 Del dato al vínculo, una oportunidad para huma-
nizar la tecnología

Cuando la IA se usa con un propósito claro y concreto, 
puede ayudar a los docentes a recuperar lo esencial, es 
decir, el vínculo humano. Las herramientas tecnológicas 
permiten automatizar tareas repetitivas y liberar tiempo 
para lo verdaderamente importante que es escuchar, 
acompañar y crear comunidad.

Formar docentes con inteligencia emocional y digital no 
es una moda en tiempos actuales, sino una necesidad. El 
desafío consiste en mantener la tecnología al servicio de 
la educación, y no al revés. Porque el futuro del aula no 
dependerá solo de los algoritmos, sino de la capacidad 
que posee cada educador para conectar, comprender y 
transformar desde la emoción.

Finalmente, la nueva alianza entre inteligencia artificial y 
emociones determina el acto de enseñar, no se trata de 
elegir entre tecnología o humanidad, sino de integrarlas 
en una pedagogía más consciente, ética y compasiva. La 
IA no siente emociones, pero puede ayudarnos a sentirnos 
mejor, a mirar hacia dentro y a construir aulas donde 
el conocimiento y el corazón convivan al mismo nivel.
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1.	 Fundamentación teórica

La irrupción de la inteligencia artificial (IA) en la educación 
plantea desafíos éticos, pedagógicos y sociales. La ética, 
entendida como la disciplina filosófica que orienta la 
acción humana desde valores como la justicia, la verdad 
y la reciprocidad, aporta criterios para decidir cómo in-
tegrar tecnologías sin sacrificar dignidad ni derechos. En 
educación, ello se traduce en formar personas capaces 
de deliberar y actuar responsablemente en contextos 
complejos (Alonso-Rodríguez, 2024). Una línea parti-
cularmente interesante es la ética de la hospitalidad, 
inspirada en autores como Derrida, Levinas y Ricoeur, que 
conciben la acogida del otro como principio relacional. 
Llevada al ámbito educativo, invita a acoger la diversidad 
y a responsabilizarnos por las condiciones que hacen 
posible el aprendizaje de todos y todas (Zembylas, 2020; 
Heringer, 2022). Sobre este trasfondo surge la noción de 
hospitalidad digital, un compromiso ético-educativo 
orientado a la inclusión tecnológica y a la reducción de 
desigualdades, enfatizando que la brecha digital refleja 
desigualdades sociales y que, por tanto, deben abordarse 
sus determinantes para garantizar acceso, uso significativo 
y participación plena (Henríquez, 2021).

Desde el punto de vista técnico, la IA representa el 
uso de sistemas capaces de realizar tareas asociadas 
tradicionalmente a la inteligencia humana —aprender, 
tomar decisiones o comprender lenguaje— mediante 
modelos y datos. En educación, la IA favorece la perso-
nalización, incorpora la retroalimentación automática 
y ofrece analíticas automáticas del aprendizaje, pero su 
adopción exige evaluar implicaciones éticas y pedagó-
gicas, tales como la privacidad y protección de datos, 
sesgos algorítmicos, transparencia, explicabilidad, 

2.	 Profesor de filosofía y Licenciado en Educación (UCSH, Chile). Máster en entornos de enseñanza y aprendizaje mediados por tecnologías digitales (U. 
de Barcelona, España). Investigador predoctoral en Ciencias de la Educación (U. de Granada). Académico adjunto en Universidad de las Américas y 
Profesor del Claustro en Facultad de Ciencias de la Educación en Universidad Internacional de Valencia (VIU). Vicepresidente de la Red de Investigadores 
en Educación Chilena. Integrante de los grupos de investigación: IEFID (UDLA), Transfer-Educ (VIU) y Gifted-VIU Director Laboratorio de Educación y 
Tecnologías Hospitalidad Digital. Contacto: profesorjuanhenriquez@gmail.com - https://www.juanhenriquez.cl 

Ética e inteligencia artificial en educación: Recomendaciones para 
desarrollar el pensamiento crítico mediante Aprendizaje Basado en 
Investigación y en Problemas

Juan Alejandro Henríquez 2  

responsabilidad y, especialmente, la preservación 
de la agencia docente y estudiantil (UNESCO, 2021a; 
Zawacki-Richter et al., 2019). La UNESCO (2021a) 
propone principios de derechos humanos, equidad 
e inclusión y llama a evitar que la IA amplíe brechas, 
propone el ejercicio de una gobernanza responsable, 
evaluación de impacto y una supervisión humana 
permanente. Otras guías recientes para el uso de la 
IA generativa en educación insisten en transparencia, 
seguridad y evaluación pedagógica, reconociendo 
oportunidades y límites (UNESCO, 2023).

En clave pedagógica, integrar IA con sentido exige mar-
cos como SAMR (Puentedura, 2006) o TPACK (Mishra y 
Koehler, 2006), que articulan conocimiento tecnológico, 
pedagógico y disciplinar para decidir cómo, cuándo y 
por qué usar la tecnología, la IA en este caso. Además, 
existen enfoques como la evolución TIC–TAC–TEP, que 
desplaza el foco desde el uso instrumental hacia la parti-
cipación y el empoderamiento del estudiantado (Latorre 
Iglesias et al., 2018). También, se deben considerar los 
actuales Marcos de competencias digitales docentes 
que integran la IA (Unesco, 2025a; Unesco, 2025b). Este 
enfoque humanista sitúa la IA al servicio de propósitos 
educativos, con el fin de desarrollar el pensamiento crí-
tico y la inclusión, evitando automatizar sin propósito. 
Esta propuesta (Figuras 1y 2) aborda una base axiológica 
(ética, responsabilidad, hospitalidad), una didáctica que 
preserve el rol insustituible del profesorado y la agencia 
estudiantil y, en tercer lugar, una orientación social que 
garantice condiciones materiales y culturales para una 
transformación digital sustentada en la justicia social 
(UNESCO, 2021a, 2021b, 2023).
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Figura 1. Ciclo de integración ética de la IA

Figura 2. Ética de la hospitalidad en el uso educativo de la IA
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En base a lo anteriormente descrito, podemos decir 
que la ética en el uso de la inteligencia artificial (IA) en 
educación, entre otros elementos, requiere una mirada 
integral que articule la acción de los distintos actores del 
ecosistema educativo (Figura 3), tales como, empresas 
desarrolladoras, EdTech, organismos de políticas públicas, 
docentes y estudiantes.

Las empresas EdTech y las desarrolladoras de IA asumen 
un rol decisivo en la configuración ética de los entornos 
virtuales de aprendizaje y software especializado. Deben 
diseñar tecnologías transparentes, fáciles de explicar y respe-
tuosas de la privacidad, reduciendo los sesgos algorítmicos 
y garantizando una responsabilidad social y su respectiva 
sostenibilidad. 

A nivel macro, las políticas públicas establecen los marcos 
regulatorios, la protección de derechos digitales, la soberanía 
tecnológica y la rendición de cuentas como pilares de una 
gobernanza ética. Sólo la interacción coherente entre estos 
niveles —pedagógico, tecnológico y político— permitirá 
que la IA contribuya a un proyecto educativo socialmente 
inclusivo y responsable.

En el ámbito docente, se destaca la necesidad de una 
conciencia crítica y alfabetización ética en IA, que permita 
comprender sus fundamentos, limitaciones y riesgos. El 
profesorado debe integrar la IA desde un enfoque tecno-
pedagógico, garantizando el respeto a la privacidad de 
los datos del estudiantado y fomentando la equidad y la 

inclusión digital. La hospitalidad digital se expresa aquí 
como una disposición pedagógica para acoger la diversidad 
tecnológica sin excluir, situando al desarrollo profesional 
continuo como eje de una docencia reflexiva y ética frente 
a los nuevos entornos automatizados.

En el caso del estudiantado, la formación ética en IA implica 
el desarrollo del pensamiento crítico y la alfabetización 
digital, entendida como la capacidad de usar, analizar 
y cuestionar los sistemas automatizados. Aprender a 
utilizar plataformas y contenidos generados por IA de 
manera responsable supone cuidar la huella digital, la 
identidad en línea y la participación en comunidades 
digitales seguras. Este enfoque promueve una ciudadanía 
digital activa, empoderada y capaz de incidir en la toma 
de decisiones tecnológicas que afectan su aprendizaje y 
su vida cotidiana. La inclusión digital, en este sentido, no 
solo refiere al acceso técnico, sino a la posibilidad real 
de participar en los procesos de creación, evaluación y 
control de la IA educativa.

Ahora bien, luego de establecer algunos aspectos teóricos 
fundamentales sobre el tema del uso ético y reflexivo de la 
inteligencia artificial en educación,      desde una mirada 
inspirada en la ética de la  de la hospitalidad digital, se 
propondrán a continuación algunas recomendaciones para 
su aplicación práctica teniendo como base dos metodolo-
gías pedagógicas basadas en la innovación educativa. Nos 
referimos al aprendizaje basado en investigación (ABI) y el 
Aprendizaje basado en problemas (ABPr).
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Figura 3. Ámbitos clave del desarrollo y uso ético de la IA en educación
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2.	 Aprendizaje Basado en Investigación (ABI) 
mediado por IA

El Aprendizaje Basado en Investigación (ABI) pro-
mueve que el estudiantado construya conocimiento 
mediante la indagación, mediante acciones tales como 
formular preguntas, recopilar y analizar evidencias, 
además de poder argumentar sus conclusiones. Los 
enfoques de gestión del aprendizaje que incorporan 
indagación incrementan a gran escala la adquisición de 
habilidades críticas (Arifin et al., 2025). En educación 
superior, la indagación promueve la argumentación 
escrita, el análisis de evidencias y la metacognición, 
al situar a los y las estudiantes como protagonistas de 
los procesos de búsqueda, contraste y construcción 
del conocimiento.

Los entornos mediados por IA ofrecen oportunidades y 
riesgos para el ABI. Por un lado, asistentes inteligentes, 
repositorios aumentados y simuladores pueden ampliar 
el acceso a datos, visualizaciones y modelos. Por otro 
lado, existe el riesgo de dependencia y delegación 
cognitiva si la IA se usa sólo como un atajo. De ahí que 
la integración de IA deba resguardar la agencia del 
estudiantado y la mediación docente. Los principios 
recomendados por la UNESCO (derechos humanos, 
equidad, transparencia, supervisión humana significa-
tiva) constituyen marcos útiles para desarrollar estas 
prácticas (UNESCO, 2021a, 2021b, 2023).

Recomendaciones prácticas de ABI con IA para fomentar 
el pensamiento crítico (UNESCO, 2021a; UNESCO, 2023; 
Zawacki-Richter et al., 2019): 

Tabla 1

RECOMENDACIÓN DESCRIPCIÓN

1. Análisis de fuentes y datos 
asistidos por IA

Todo dato generado por IA debe verificarse con literatura indexada y documentos de organismos 
internacionales. El estudiantado debe justificar las consistencias e inconsistencias detectadas.

2. Simulación y análisis de datos 
con intervención activa (para 
disciplinas afines)

Usar laboratorios y visualizaciones potenciadas por IA para experimentar y analizar resultados, 
haciendo explícitos los límites, supuestos y sesgos de los modelos empleados.

3. Diseño de preguntas e iteración 
de consultas (prompting)

Enseñar a formular preguntas contextualizadas, identificar supuestos, traducir conceptos a 
consultas operativas y revisar críticamente las respuestas, explicando la naturaleza de los 
modelos usados.

4. Argumentación basada en 
evidencias

Estructurar los informes y productos de investigación con el modelo afirmación/evidencia/
razonamiento, triangulando fuentes humanas y computacionales, exigiendo trazabilidad en 
los datos y decisiones.

5. Colaboración deliberativa 
mediada por IA

Emplear herramientas de IA para generar contraejemplos o síntesis divergentes que alimenten 
los debates. Las decisiones finales deben documentar los criterios y evidencias del equipo, 
manteniendo la autoría estudiantil.

6. Evaluación auténtica La evaluación auténtica debe valorar tanto los procesos (diarios de investigación, bitácoras 
de verificación, matrices de trazabilidad) como los productos (informes y repositorios con 
datos). Debe garantizarse la protección de datos personales y la transparencia sobre el uso de 
herramientas con IA.  

Elaboración propia.

Finalmente, el ABI con IA puede potenciarse con el concepto de hospitalidad digital, 
al asegurar accesibilidad, apoyos y capacitación diferenciados para que la indagación 
sea posible para todo el estudiantado, sin aumentar las brechas existentes.
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3.	 Aprendizaje Basado en Problemas (ABPr) mediado 
por IA

El Aprendizaje Basado en Problemas (ABPr) sitúa a las y los 
estudiantes frente a problemas cuya resolución requiere 
buscar información, integrar saberes y justificar decisiones 
en equipo, con el docente como facilitador o facilitadora. El 
ABP favorece el desarrollo de habilidades y actitudes críticas, 
mostrando efectos significativamente mayores que los obte-
nidos con metodologías tradicionales. (Liu & Pásztor, 2022).

La IA puede potenciar el ABP al acelerar la recopilación de 
información, generar simulaciones y ofrecer retroalimentación 
adaptativa. No obstante, su integración requiere precauciones 
para resguardar la integridad académica.

Acá algunas recomendaciones (UNESCO, 2021a; UNESCO, 2021b): 

Tabla 2

PRINCIPIO DEL ABP CON IA DESCRIPCIÓN

1. Problemas auténticos con 
perspectiva ética

Incorporar situaciones reales donde la inteligencia artificial esté implicada (por ejemplo, la 
privacidad de datos en IA generativa). Se debe promover el análisis de las implicancias éticas y 
sociales para distintos actores (estudiantes, familias, docentes, desarrolladores y reguladores).

2. IA como fuente de hipótesis, no 
de respuestas

Las sugerencias generadas por IA deben entenderse como hipótesis sujetas a verificación y 
refutación. Los grupos de trabajo elaboran alternativas, comparan evidencias y sustentan sus 
decisiones con argumentos basados en datos.

3. Transparencia y trazabilidad Registrar de manera precisa cuándo y cómo se utilizó la IA, qué información generó, cómo se 
verificaron los resultados y de qué modo influyeron en la solución final del problema.

4. Retroalimentación formativa 
asistida por IA

Utilizar tutores inteligentes para identificar oportunidades de mejora y orientar el proceso 
formativo, manteniendo siempre el control pedagógico en manos de cada docente.

5. Diseño Universal para el 
Aprendizaje (DUA) e inclusión 
digital

Garantizar condiciones de acceso, apoyos y recursos adecuados para que la integración de la IA 
no amplíe las desigualdades existentes. Se deben ofrecer alternativas no tecnológicas cuando 
sea necesario, asegurando la participación de todo el estudiantado.

Elaboración propia.
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Siguiendo lo anterior, se sugiere la siguiente estrategia de implementación por fases (Figura 4): 

Figura 4. Fases de ABPr mediado por IA

La evaluación del pensamiento crítico en ABPr mediado por 
IA debe centrarse en procesos reflexivos y argumentativos 
más que en productos finales. Cuando se aplican procesos 
claros y retroalimentación constante, fortalece la capacidad 
analítica y ética del alumnado (Liu & Pásztor, 2022; Zawac-
ki-Richter et al., 2019). En conjunto, la integración responsable 
de la IA favorece aprendizajes significativos, permitiendo la 
formación de una ciudadanía digital crítica.

4.	 Conclusión

Sabemos que la IA en educación abre oportunidades 
de personalización, analítica y retroalimentación auto-
matizada, pero solo un enfoque ético, crítico e inclusivo 
garantiza que dichos beneficios se traduzcan en mejores 
aprendizajes para todos. La ética de la hospitalidad y la 
noción de hospitalidad digital recuerdan que cada decisión 
tecnopedagógica debe evaluarse a la luz de su impacto en 
la equidad, el empoderamiento y la participación. Marcos 
internacionales sobre la ética en el uso de la IA proveen 

principios operativos —derechos humanos, justicia, 
transparencia, supervisión humana significativa— para 
orientar la gobernanza y práctica docente.

En concreto, a partir de lo observado, tanto el ABI 
como el ABPr ofrecen rutas opciones para fomentar el 
pensamiento crítico mediante el uso de IA, invitando a 
plantear preguntas y problemas auténticos, obligando 
a buscar y verificar evidencia, además de promover el 
trabajo colaborativo. La condición clave es mantener 
la agencia del estudiantado y el rol del docente como 
mediador ético y pedagógico.

Por ello, se recomienda un alto compromiso con el desa-
rrollo profesional docente, incluyendo ética e IA aplicada 
a metodologías activas, diseño de políticas institucionales 
que garanticen la inclusión y la protección de datos y, por 
último, una evaluación auténtica que valore procesos de 
verificación y argumentación.
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La velocidad con que la tecnología avanza es difícil de 
asimilar. Cada día vemos cómo tareas que creíamos ex-
clusivamente humanas, desde análisis complejos hasta 
redacción, diagnóstico o atención al cliente, empiezan a 
incorporar agentes automatizados, algoritmos capaces de 
aprender, adaptarse, crear. En esta ola de transformación 
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sobre uso de IA en educación de la UDLA. Su experiencia incluye el diseño de proyectos de integración de tecnología con apoyo tecnológico e IA, y la 
aplicación de conocimientos en la formulación de diseños y planes de mejoramiento educacional. Es un Speaker con amplia participación en relatorías, 
cursos y asesorías a nivel nacional en educación superior, organismos técnicos y establecimientos escolares, demostrando competencias en el diseño 
instruccional y la gestión de procesos educativos.

¿Puede la IA reemplazar a los profesores?

José Pedro Hernández Díaz 3  

aparece inevitablemente la pregunta ¿puede la labor de los 
profesores quedar reducida o incluso reemplazada por la 
inteligencia artificial? Y si no, ¿qué razón tenemos para creer 
que no lo será? Más aún en Chile, ¿cómo se posiciona esta 
realidad emergente? ¿Qué pueden hacer los profesores para 
aprovechar la IA como aliada antes que como amenaza?
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1.	 El contexto global de la automatización laboral

No es extraño que en internet circulen tablas que 
predicen qué profesiones tienen mayor riesgo de 
automatización. Por ejemplo, un gráfico del Microsoft 
Research mostraba ocupaciones como intérpretes, 
traductores, asistentes de pasajeros o representantes 
de servicio al cliente como las más expuestas a la 
automatización generativa. 

En paralelo, un estudio de Indeed (plataforma global de 
búsqueda de empleo), evaluó en EE.UU. la capacidad 
demostrada de hacer algo bien de la IA generativa en 
distintas áreas de oficio y  encontró que profesiones 
como contabilidad, análisis de datos, aspectos legales y 
operaciones de TI se mostraban relativamente más bajo, 
mientras que otras más centradas en tareas humanas, 
creativas y de interacción seguían resistiendo.

Estos datos nos recuerdan que la automatización no es 
homogénea, depende del tipo de tareas que componen 
un trabajo, de la estructura de la labor humana, de la 
interacción social, del juicio y de la creatividad.

Por lo tanto, antes de pensar en el reemplazo total por 
parte de la IA, conviene discriminar entre tareas y pro-
fesiones que sí están más vulnerables, preguntándonos 
el por qué y aquellas que preservan ventajas humanas 
difíciles de replicar.

En términos generales, donde haya rutinas de proce-
dimiento, repetitivas, estructuradas y definibles, la IA 
encontrará campo. Pero donde haya incertidumbre, 
ambigüedad, conexión humana, juicio ético, relaciones 
interpersonales, ahí la labor humana se alza con ventaja.
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2.	 ¿Y la educación? ¿Es el rol docente altamente 
vulnerable?

A primera vista podría pensarse que la docencia, en una 
mirada de transmitir conocimientos, guiar y evaluar, se 
puede plantear que contiene muchas tareas “automati-
zables”, tales como generación de contenidos, corrección 
de exámenes, resúmenes, retroalimentación, entre otras. 
Efectivamente sí la IA puede hacer parte de ese trabajo. 
Pero si observamos más de cerca, van a surgir varias 
razones para concluir que la labor del profesor no será 
reemplazada íntegramente.

Primero, porque gran parte del trabajo de un profesor 
no es sólo “dar información” sino facilitar aprendizaje, 
cultivar el pensamiento crítico, motivar y observar al es-
tudiante en su singularidad. Un artículo de la Universidad 
de Chile advierte: “La IA es valiosa … pero no debemos 
permitir que su uso reemplace el desarrollo de habilidades 
cruciales como el pensamiento crítico, la creatividad, la 
autonomía y la autorregulación”. 

Segundo, en el caso chileno, múltiples fuentes indican 
que los profesores aún no se sienten preparados para 
integrar la IA pedagógicamente; no es una cuestión sólo 
de “ganarle a la IA”, sino de dotar al sistema de las condi-
ciones formativas, técnicas, éticas necesarias. Un estudio 
del Centro de Investigación Avanzada en Educación (CIAE) 
de la Universidad de Chile muestra que los docentes de 
básica y media “no se sienten preparados para usar IA 
con fines pedagógicos” en ausencia de apoyo, formación 
e infraestructura adecuada. 

Tercero, las instituciones educativas chilenas ya han 
empezado a responder, por ejemplo, a la creación de 
asistentes de IA gratuito para docentes, cuyos resultados 
plantean que reduce entre 67 al 75 % del tiempo dedi-
cado a la planificación. Así también podemos visualizar 
que el Centro de Política y Evaluación de la Innovación 
en el Profesorado (CPEIP) del Ministerio de Educación 
lanzó un plan de formación docente en IA. Señales que 
muestran un cambio en la mirada por parte del estado 
chileno, donde claramente la IA no espera y la educación 
debe movilizarse para así adaptarse, pero a la vez estar 
preparada para los cambios continuos.

Por tanto, aunque la IA sí tiene el potencial de alterar 
muchas tareas docentes, el rol completo del profesor, 
como orientador, acompañante y formador de personas, 
conserva elementos humanos que no son fácilmente 
“automatizables”.
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3.	 Tres razones por las cuales la docencia no será 
reemplazada

Me gustaría que nos imaginemos una sala de clases en 
algún lugar de Chile, donde un profesor observa a sus 
alumnos mientras interactúan, detectando la frustración 
en uno de ellos, la emoción en otro y la duda en otro. Ese 
momento, de sintonía, de conexión humana, difícilmente 
lo puede replicar una máquina.

En base al ejemplo, es que a continuación planteo 3 
razones, estas son: 

	 Razón 1: Interacción humana, empatía y 
confianza.

El acto del profesor no es solo transmitir contenidos, 
sino cultivar vínculos, donde un profesor reconoce 
que un alumno “no entendió”, que está distraído, que 
tiene miedo de preguntar, que necesita un empujón 
emocional. Esa sensibilidad al alumno, al contexto 
emocional, al ritmo personal, es algo que la IA aún 
no puede dominar con la sutileza del humano. En 
Chile, se ha dicho que “los profesores siguen siendo 
la piedra angular como agentes fundamentales” en 
el proceso educativo. 

	 Razón 2: Habilidades no automatizables.

El ser profesor exige, además de conocimientos, 
capacidad de juicio, de diseñar experiencias, de 
motivar, de fomentar pensamiento crítico, de adap-
tar la enseñanza en tiempo real. Como advierte la 
Universidad de Chile: “el rol del docente … es ahora 
más relevante que nunca”. 

 Estas son habilidades que la IA puede apoyar, pero 
no necesariamente replicar de modo autónomo.

	 Razón 3: Contexto, valores y ética educativa.

La enseñanza también se mueve en el terreno de lo 
social y lo cultural, una escuela chilena opera en un 
contexto específico, donde existe diversidad socio
económica, brechas de acceso, disparidades de co-
nectividad y el profesor hace de mediador, adaptador, 
promotor de equidad. No basta con disponer de la 
herramienta, importa cómo se usa. Como señala un 
estudio en Chile, la IA puede existir en las aulas, pero 
sin condiciones (infraestructura, formación, políticas) 
se convierte en carga más que apoyo. 

Estas tres razones no implican que la docencia sea 
inmune al cambio, al contrario, pero sí que el reem-
plazo completo, un “profesor = máquina”, parece 
improbable, al menos en el horizonte inmediato.

4.	 La IA como aliada para potenciar la labor 
docente

Si no se trata de reemplazo, entonces la gran pregunta 
es ¿cómo pueden los profesores sumarse a la era de la 
IA y sacarle el mayor provecho? Aquí aparecen dos ideas 
clave, la IA como amplificador de la labor docente y la 
IA como oportunidad de atender mejor la diversidad.

	 Automatizar lo rutinario para liberar lo 
esencial.

Una de las barreras de la docencia observadas en 
Chile es la excesiva carga administrativa y de plani-
ficación que reduce el tiempo real de enseñanza, de 
interacción. Tal como se mencionaba anteriormente 
los asistentes virtuales, por ejemplo, apuntan a la re-
ducción del tiempo de planificación entre un 67 y un 
75 %.  Al liberar ese tiempo, el profesor puede dedicar 
más energía a diseñar experiencias de aprendizaje, 
acompañar a estudiantes y observar necesidades 
individuales.
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	 Personalizar la enseñanza para la diversidad.

Las aulas chilenas, como en muchos países, se 
enfrentan hoy a gran heterogeneidad, en la que nos 
encontramos con distintos niveles de aprendizaje, 
distintos ritmos, distintos intereses culturales y tecno-
lógicos. La IA generativa, los sistemas adaptativos, la 
analítica de aprendizaje permiten, en teoría, adaptar 
materiales, tareas, generar retroalimentación al ritmo 
de cada alumno. En Chile se destaca que “la IA tiene un 
tremendo potencial para … atender las necesidades 
diferenciadas de los estudiantes … hacer el proceso 
de enseñanza-aprendizaje mucho más motivador”. 

	 Cambiar el rol del docente: de transmisor a 
facilitador.

La guía del Ministerio de Educación de Chile indica 
que los equipos docentes deben pasar de “usar tecno-
logías” a diseñar entornos de aprendizaje donde la IA 
aparece como uno de los recursos, bajo la supervisión 
del docente. El profesor deja de estar “al frente” de 
todo contenido, y pasa a ser quien orquesta, quien 
guía al estudiante en el uso crítico de la tecnología, 
quien enseña a cuestionar la información generada 
por IA, a evaluar, a construir conocimiento. En ese 
cambio está la clave del “sumarse y no temer”.

	 Condiciones para que esto funcione.

No todo es optimismo sin consideración. En Chile se 
ha señalizado que existen barreras, como las de falta 
de formación docente en IA, infraestructura desigual, 
exceso de carga laboral y ausencia de políticas claras. 

Por tanto, para que la IA se convierta en aliada, deben 
cumplirse algunos requisitos, estos son la formación 
docente continua en IA, el acceso equitativo a la tec-
nología, el diseño pedagógico que incorpore la IA de 
modo coherente y el marco ético de uso (privacidad, 
sesgos, credibilidad). Si los profesores la miran como 
enemiga, preguntándose ¿me reemplazan?, pueden 
perder la oportunidad que se abre, la de una educación 
más personalizada, más adaptada, más centrada en el 
estudiante.

 

5.	 Conclusión: Hacia una pedagogía aumentada 
por IA

Me gustaría que retomáramos la imagen de la sala de 
clases, el profesor que observa, que acompaña, que 
ajusta, que motiva. Ese rol seguirá teniendo valor, y quizá 
más valor que nunca, en la era de la IA. Pero para que no 
sea obsoleto su actuar, es que debe mutar. No se trata 
de resistir la tecnología, sino de aprender a convivir con 
ella, de integrarla con juicio, con sentido pedagógico, 
con ética.

En Chile, la emergencia de iniciativas concretas, guías 
docentes del Ministerio de Educación, formación en IA 
para futuros profesores, asistentes virtuales, nos dice que 
el cambio ya está en marcha. El desafío es que llegue con 
equidad, con formación, con sentido, para que la IA no se 
convierta en un nuevo generador de brechas educativas, 
sino en un puente que acerque oportunidades.

Entonces, ¿remplazarán o no a los profesores? Mi res-
puesta es no serán reemplazados, al menos no en su 
totalidad y tampoco en el futuro cercano. Pero sí cam-
biará profundamente su labor. Serán profesores + IA, 
seres humanos que usan la tecnología para potenciar 
lo humano. Y esa combinación, la inteligencia humana 
más la artificial, puede ser la gran oportunidad para 
que la educación chilena avance hacia modelos más 
inclusivos, más personalizados, más centrados en que 
cada estudiante aprenda a pensar, a crear, a estar en el 
mundo de forma crítica.

Así que invito a los profesores a que miren la IA no como 
enemiga sino como aliada, una compañera de ruta que 
puede liberar lo rutinario, abrir nuevas posibilidades, 
dialogar con la diversidad, y permitir que ustedes se 
ocupen de lo esencial, el de cultivar humanidades, rela-
ciones, sentido, historia, preguntas. Porque mientras la 
IA pueda escribir, sintetizar, sugerir, la pregunta seguirá 
siendo ¿qué significa que un alumno entienda o aprenda? 
¿Qué significa que transforme sus ideas? Allí la labor del 
profesor no sólo persiste, sino se vuelve más urgente, 
más relevante, más valiosa.
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La expansión de la inteligencia artificial (IA) en el ámbito 
educativo ha introducido un cambio estructural en la concep-
ción de los procesos de aprendizaje, enseñanza y desarrollo 
profesional. La presencia de sistemas inteligentes no se limita 
a la automatización de tareas o al acceso inmediato a la in-
formación, sino que habilita un nuevo espacio de interacción 
cognitiva entre las personas y la tecnología. En este espacio, 
el aprendizaje se redefine como un proceso iterativo, en el 
que la formulación de instrucciones, la mediación humana 
y la reflexión crítica constituyen ejes centrales que inciden 
en la calidad y profundidad de la experiencia formativa.

En primer lugar, la interacción iterativa entre personas y sistemas 
inteligentes transforma el aprendizaje en un ciclo continuo 

Eje II: Innovación 
Pedagógica y Alfabetización 
Digital Docente
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asociados a auditorías y proyectos estratégicos relacionados con la gestión universitaria y el uso responsable de tecnologías.

La iteración humano-máquina y la transformación del 
aprendizaje en la era de la inteligencia artificial

Christopher Sandoval Sepúlveda 4  

de retroalimentación, ajuste y mejora. Cada intercambio con 
una herramienta de IA —formular una instrucción, recibir 
una respuesta, reinterpretarla, reformular la consulta— se 
convierte en un acto de pensamiento metacognitivo que 
fortalece la comprensión y la autonomía intelectual (Wang 
et al., 2024; Zhai et al., 2024). Este proceso no reemplaza la 
reflexión humana; al contrario, la amplifica, al situar al usua-
rio frente a una dinámica constante de contrastación entre 
su propio juicio y la respuesta generada por el sistema. Así, 
tanto en la educación formal como en la formación laboral, 
la interacción entre humano y máquina se constituye en una 
alianza cognitiva orientada a la mejora continua del apren-
dizaje y de los productos resultantes, desde informes hasta 
modelos analíticos o presentaciones (Alfredo et al., 2024).
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Tabla 1. Interacción iterativa entre personas e IA

TESIS
La iteración humano–máquina redefine 
el aprendizaje como un proceso continuo, 
reflexivo y de mejora continua.

IDEAS CLAVE

•	 Iteración cognitiva: cada interacción con 
la IA genera retroalimentación y ajuste, 
fortaleciendo la comprensión y la auto-
nomía intelectual.

•	 Supervisión crítica: el pensamiento huma-
no orienta, evalúa y valida la información 
producida por los sistemas inteligentes.

•	 Mejora continua: la dinámica iterativa 
fomenta la autoevaluación y el perfeccio-
namiento de productos y competencias.

IMPLICANCIAS

•	 Promueve un aprendizaje activo y no 
pasivo.

•	 Potencia la metacognición y el pensamiento 
crítico.

•	 Favorece la mejora continua de resultados 
académicos y laborales.

SÍNTESIS

El aprendizaje se consolida como una alianza 
cognitiva entre persona y tecnología, donde la 
reflexión humana garantiza el uso inteligente 
y ético de la IA.

La calidad de las instrucciones y la mediación humana 
son condiciones indispensables para que la inteligencia 
artificial tenga un impacto formativo efectivo. Una pregunta 
compleja y bien formulada, acompañada de contexto, 
requerimientos y criterios específicos, constituye el punto 
de partida para un aprendizaje significativo. La precisión 
y direccionalidad de dicha solicitud determinan la pro-
fundidad y pertinencia de las respuestas que un sistema 
inteligente puede generar (Ahmed et al., 2025). De este 
modo, el uso de la inteligencia artificial en la educación 
superior no solo requiere competencias técnicas, sino 
también el desarrollo de habilidades para formular inte-
rrogantes complejos que orienten la exploración hacia una 
comprensión crítica, y no hacia la simple reproducción 
de información. En este contexto, la mediación humana 
cumple una función epistémica y ética: el docente o pro-
fesional que acompaña el uso de la IA actúa como un filtro 
interpretativo, asegurando la pertinencia, confiabilidad 
y coherencia del conocimiento generado. Sin esa inter-
vención consciente, el aprendizaje asistido por IA corre 
el riesgo de convertirse en una experiencia superficial o 
acrítica, tal como advierten Zhai et al. (2024) al analizar 
los efectos de una dependencia excesiva en sistemas de 
diálogo basados en inteligencia artificial.
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Tabla 2. Calidad de las instrucciones y mediación humana en el aprendizaje asistido por IA

TESIS
La eficacia del aprendizaje mediado por inteligencia artificial depende de la calidad de las preguntas y de la media-
ción humana que orienta, interpreta y da sentido al proceso.

IDEAS CLAVE

•	 Valor de la instrucción: la calidad del conocimiento generado por la inteligencia artificial depende de instrucciones 
(prompts) precisas, activas y contextualizadas, que definan con claridad los requerimientos del usuario, el tipo 
de respuesta esperada, su tono, formato y el contexto de aplicación.

•	 Mediación humana: el juicio humano actúa como filtro ético, epistémico y pedagógico, validando y contextua-
lizando las respuestas generadas por la IA.

•	 Diálogo iterativo: el intercambio continuo entre el usuario y el sistema promueve un aprendizaje activo, reflexivo 
y orientado al desarrollo de la autonomía cognitiva.

IMPLICANCIAS

•	 Desarrolla pensamiento crítico y competencias metacognitivas.

•	 Favorece la construcción de conocimiento situado y significativo.

•	 Transforma al usuario en coautor del aprendizaje, no en receptor pasivo.

SÍNTESIS
La inteligencia artificial potencia el aprendizaje solo cuando está guiada por la intencionalidad humana, la calidad 
de las preguntas y un diálogo reflexivo que preserve la autonomía del pensamiento.

A partir de estas dinámicas cognitivas y éticas, la educación superior enfrenta el desafío de trans-
formar sus estructuras curriculares. La incorporación de la inteligencia artificial no puede limitarse 
a cursos optativos o talleres instrumentales; requiere una integración transversal que articule la 
alfabetización tecnológica con las competencias críticas y profesionales de cada disciplina (Salhab, 
2024). La IA debe ser entendida como un eje de alfabetización contemporánea, tan fundamental 
como la lectura o la escritura, pues configura la forma en que los futuros egresados producirán, 
analizarán y comunicarán información en sus campos laborales. Este enfoque implica rediseñar 
perfiles de egreso, actualizar los resultados de aprendizaje y adaptar las estrategias pedagógicas 
a modelos más flexibles e interdisciplinarios (Southworth et al., 2023).c

De este modo, los egresados que han incorporado el uso de inteligencia artificial en su formación 
inicial presentan ventajas significativas frente a quienes no lo han hecho. Se trata de profesionales 
con capacidad para integrar estas tecnologías en la toma de decisiones, la gestión de datos y el 
diseño de soluciones innovadoras. Por el contrario, quienes no desarrollan competencias en el 
uso crítico de la IA enfrentan un riesgo creciente de exclusión en un entorno laboral marcado por 
la automatización inteligente. No obstante, la transformación curricular no puede reducirse a la 
capacitación técnica; debe estar acompañada por una formación ética y reflexiva que promueva 
un uso responsable de las tecnologías, garantizando su aplicación conforme a principios de 
integridad académica, transparencia y equidad.
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Tabla 3. Transformaciones curriculares ante la integración transversal de la inteligencia artificial

TESIS
La integración transversal de la inteligencia artificial requiere un rediseño curricular profundo que combine com-
petencias tecnológicas, pensamiento crítico y formación ética para fortalecer la empleabilidad futura.

IDEAS CLAVE

•	 Alfabetización en inteligencia artificial: integrar la IA como una competencia básica transversal en todas las 
disciplinas.

•	 Rediseño curricular: actualizar los perfiles de egreso y los resultados de aprendizaje en función de contextos 
digitales e interdisciplinarios.

•	 Reducción de brechas formativas: abordar las diferencias entre estudiantes formados con integración de IA y 
aquellos que no accedieron a estas herramientas durante su proceso formativo.

IMPLICANCIAS

•	 Ética y responsabilidad: promover un uso crítico, transparente y ético de las tecnologías inteligentes en la edu-
cación superior.

•	 Moderniza el currículo universitario y lo alinea con las exigencias del mercado laboral.

•	 Promueve profesionales adaptables y con pensamiento tecnológico crítico.

•	 Aumenta la sostenibilidad de la empleabilidad en entornos automatizados.

SÍNTESIS
La IA no debe entenderse como un contenido aislado, sino como un eje estructurante del aprendizaje universita-
rio, capaz de articular innovación, ética y pertinencia profesional en un ciclo continuo de actualización curricular.

En síntesis, la incorporación de la inteligencia artificial en la educación superior redefine 
no solo los procesos de enseñanza y aprendizaje, sino también la relación epistemológica 
entre el ser humano y el conocimiento. La eficacia del aprendizaje asistido por IA depende, 
en última instancia, de la capacidad humana para formular instrucciones significativas, 
interpretar críticamente las respuestas y ejercer una mediación reflexiva que preserve la 
autonomía intelectual. A nivel institucional, esta transformación requiere el rediseño de 
los planes de estudio y el fortalecimiento de competencias transversales que aseguren 
la adaptabilidad profesional en contextos dinámicos. En este escenario, la calidad de 
la educación no se medirá por la cantidad de herramientas tecnológicas disponibles, 
sino por la capacidad humana para interactuar críticamente con ellas, aprender a partir 
de su uso y generar mejoras continuas en los procesos formativos.
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1.	 ¿Para qué sirve esta guía?

Esta guía orienta el diseño estratégico de GPTs personalizados para fines 
educativos, curriculares y formativos. Basada en la guía oficial de OpenAI 
y en experiencias del Observatorio de IA UDLA Chile, adapta el proceso a 
contextos profesionales y académicos.

Su propósito es optimizar tareas, mejorar resultados y fortalecer la produc-
tividad, priorizando la calidad y el aprendizaje por sobre la automatización.

5.	 Profesora de Historia, Geografía y Ciencias Sociales. Magíster en Historia Política y Relaciones Internacionales por la Pontificia Universidad Católica de 
Valparaíso (PUCV). Especialista en gestión de calidad, diseño curricular y transformación educativa con inteligencia artificial en educación superior. 
Actualmente se desempeña como Directora de Auditorías Académicas en la Universidad de Las Américas (Chile) y es miembro del Observatorio de 
Inteligencia Artificial en Educación UDLA. Ha liderado procesos institucionales de acreditación, rediseño curricular, evaluación académica y adopción 
ética de la IA en docencia, gestión e investigación. Dicta talleres y conferencias en Chile y Latinoamérica sobre uso responsable de la IA, formación 
docente y rediseño curricular con IA generativa. Colabora con equipos directivos y académicos en la implementación de estrategias de IA aplicada al 
aprendizaje, la docencia y la gestión institucional. Blog: https://historia1imagen.cl/. Contacto: ana.henriquez@udla.cl

Guía para crear GPT personalizados en contextos educativos 

Ana Henríquez Orrego 5  
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2.	 ¿Qué es un GPT Personalizado y para qué sirve?

Un GPT personalizado es un modelo de inteligencia 
artificial configurado para cumplir objetivos específicos 
según el contexto y las necesidades de quien lo utiliza. 
A diferencia de una herramienta genérica, se adapta 
a tareas concretas y áreas de conocimiento definidas.

En educación, puede colaborar con docentes en la crea-
ción y revisión de documentos curriculares, diseño de 
programas, elaboración de planes de clases o gestión 
académica. Además, puede comunicarse en distintos 
idiomas, ajustar tono y formato, y actuar como un asistente 
proactivo que orienta, propone mejoras y mantiene un 
diálogo continuo con el usuario.

Algunos ejemplos de personalización incluyen:

	 Diseño curricular: Guiar en la creación o mejora 
de programas de asignaturas, perfiles de egreso, 
planes de clases, instrumentos de evaluación. (Ver 
un ejemplo)

	 Diálogos sobre ética, IA y educación: Personaje 
IA diseñado para dialogar sobre conflictos y dilemas 
éticos producidos por la IA en contextos educativos 
(Ver un ejemplo) 

	 Gestión Académica: Asistir en la escritura y revisiones 
de informes (Ver un ejemplo)

	 Calidad educativa: Asistencia y colaboración para 
comprender y responder las demandas establecidas 
por sistemas de certificación de calidad (Ver ejemplo)

	 Soporte académico: Tutorías para estudiantes, 
ayudándolos en habilidades de comunicación, análisis, 
o resolución de problemas. (Ver un ejemplo)

El valor de un GPT personalizado radica en su capaci-
dad para adaptarse a un nicho o contexto, facilitando 
tareas que de otra manera requerirían más tiempo y 
recursos.

Diferencias entre un GPT personalizado y ChatGPT 
normal

•	 ChatGPT normal es un modelo general, capaz de 
abordar una amplia gama de temas sin un enfoque 
particular.

•	 GPT personalizado se configura para cumplir fun-
ciones y tareas específicas. Está diseñado según las 
necesidades del usuario, proporcionando respuestas o 
resultados adaptados a contextos concretos, elevando 
la calidad del producto generado y optimizando el 
tiempo de ejecución. 

Tienda de GPTs de OpenAI

La tienda de GPTs de OpenAI ofrece una amplia variedad 
de asistentes creados por usuarios y organizaciones de 
todo el mundo. Allí puedes explorar modelos por temas 
o buscar los desarrollados por la autora de esta guía.

Los GPTs creados en la plataforma ChatGPT suelen 
mostrar mejor desempeño, aunque también es posible 
desarrollarlos en entornos como Google, Microsoft o POE.

Ir a la tienda de GPTs personalizados:
https://chatgpt.com/gpts

Ten en cuenta que todo usuario de ChatGPT puede ac-
ceder a los GPTs públicos. Sin embargo, para crear tus 
propios asistentes personalizados (GPTs) es necesario 
contar con una suscripción de pago.

https://chatgpt.com/gpts
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Método sintético para crear GPT personalizados

•	 Lluvia de ideas: Selecciona un proceso simple y 
define las tareas y expectativas del GPT.

•	 Refinamiento del prompt: Pide a ChatGPT que revise 
esas ideas y formule un prompt estructurado y claro 
que oriente su creación.

•	 Creación y prueba: Implementa el prompt en la op-
ción Crear GPT, realiza pruebas y ajusta hasta lograr 
coherencia, precisión y calidad en los resultados.

Método detallado para crear un GPT personalizado

1.	 Definir el proceso: Identifica qué área o tarea deseas 
optimizar con IA. Cuanto más claro sea el proceso, más 
eficiente será el GPT.

2.	 Lluvia de ideas: Registra todas las expectativas sobre el 
GPT: qué debe hacer, cómo interactuar y qué resultados 
entregar.

3.	 Construir el prompt: Solicita a ChatGPT transformar las 
ideas en un prompt robusto, con preguntas que aclaren 
y organicen la información.

4.	 Verificar habilidades: Asegura que el prompt incluya 
las capacidades necesarias para cumplir los objetivos 
definidos.

5.	 Desglosar tareas: Divide el proceso en subprocesos y 
tareas para facilitar la personalización y la precisión de 
las respuestas.

6.	 Refinar el funcionamiento: Ajusta nivel de detalle, tono 
y calidad durante la previsualización del GPT.

7.	 Seleccionar fuentes: Usa solo información confiable y 
actualizada para garantizar precisión.

8.	 Personalizar: Define nombre, imagen, preguntas clave 
y base de conocimientos.

9.	 Publicar: Decide si el GPT será privado, compartido por 
enlace o publicado en la Tienda GPT.

10.	Probar y ajustar: Evalúa su desempeño en distintos 
escenarios y realiza mejoras continuas.

Responsabilidades en la creación de un GPT 
personalizado

•	 Validación continua: Revisar y evaluar periódicamente 
las respuestas para asegurar calidad y pertinencia.

•	 Supervisión humana: Mantener control y revisión 
constante de los resultados generados por el GPT.

•	 Definición de comportamiento: Establecer cómo 
debe actuar en distintos escenarios, garantizando 
que sus respuestas siempre optimicen procesos y 
resultados.

Posibles aplicaciones de GPTs en la educación superior

Un GPT personalizado puede apoyar múltiples pro-
cesos académicos, como la redacción de resultados 
de aprendizaje, diseño de programas y materiales 
didácticos, evaluaciones, informes y comunicaciones 
académicas.

También puede configurarse como tutor de aprendizaje 
o personaje especializado, siempre que se defina con 
precisión qué debe saber y cómo debe comportarse. 
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PREGUNTAS CLAVE PARA DISEÑAR TU GPT PERSONALIZADO Y PODER
ORIENTAR EL LEVANTAMIENTO DE LLUVIA DE IDEAS INICIALES

1. ¿Cuál es el rol o identidad profesional del GPT?

•	 ¿Actuará como asesor, tutor, evaluador, facilitador, curador, diseñador instruccional, simulador?

•	 ¿Tendrá iniciativa o solo responderá consultas?

2. ¿Quién será el usuario principal?

•	 ¿Académico/a, estudiante, profesional, comité, autoridad?

•	 ¿Qué nivel de conocimientos se espera que tenga?

•	 ¿Qué lenguaje debe usar el GPT (técnico, simple, formal)?

3. ¿Qué problema o tarea concreta debe ayudar a resolver?

•	 ¿Apoyar rediseños curriculares? ¿Evaluar coherencia interna? ¿Diseñar una simulación clínica? ¿Preparar una defensa acadé-
mica?

•	 ¿Qué resultados concretos se espera obtener tras su uso?

4. ¿Qué información necesita recopilar del usuario?

•	 ¿Debe preguntar por carrera, asignatura, perfil de egreso, resultados de aprendizaje, modelo educativo?

•	 ¿Qué orden y profundidad deben tener esas preguntas?

5. ¿Qué debe hacer si el usuario no entrega suficiente información?

•	 ¿Debe indicar que necesita más datos?

•	 ¿Debe generar una respuesta tentativa con advertencia?

•	 ¿Debe detenerse y esperar mayor claridad?

6. ¿Qué criterios o principios debe cumplir en sus respuestas?

•	 ¿Alineación con modelo educativo, resultados de aprendizaje, ética en IA?

•	 ¿Uso responsable de tecnologías o referencia a normativas externas o internas?

•	 ¿Indicaciones sobre validación por comités u otros actores académicos?

7. ¿Cómo debe estructurar sus respuestas?

•	 ¿Debe seguir pasos ordenados (recoger info → analizar → proponer → validar)?

•	 ¿Debe presentar entregables concretos como programas, rúbricas, actividades, mapas de competencias?

•	 ¿Debe separar sus respuestas por secciones o categorías?

8. ¿Qué límites o restricciones debe tener?

•	 ¿Debe abstenerse de emitir juicios definitivos?

•	 ¿Debe evitar reemplazar decisiones humanas o institucionales?

•	 ¿Debe recordar constantemente que sus propuestas deben ser revisadas por equipos académicos?

9. ¿Cómo debe cerrar sus respuestas o diálogos?

•	 ¿Debe preguntar si se necesita algo más?

•	 ¿Debe ofrecer un resumen?

•	 ¿Debe dejar en claro que se trata de una propuesta en borrador?

10. ¿Debe simular el uso de herramientas expertas?

•	 ¿Debe actuar como si analizara un programa, comparara una malla, verificara la coherencia curricular?

•	 ¿Debe simular funciones como `evaluar_rúbrica`, `analizar_resultados`, `comparar_perfiles`?

•	 Si la respuesta es sí: el prompt debe explicitar que simule el uso de herramientas profesionales o académicas paso a paso.
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Una vez que se tienen estas respuestas. Esto se usa como insumo para pedirle a CHAT-
GPT que con ello construya un prompt para crear GPT personalizado. Puedes tomar las 
preguntas generales y las respuestas y pasarlas al GPT. Con ello ya se tiene la instrucción 
inicial del GPT. 

Para crear el GPT tendrás dos opciones.

•   Primera opción CREAR

•   Segunda opción CONFIGURAR

Opciones de creación

	 CREAR: Permite ingresar ideas iniciales 
sobre el GPT. La plataforma formula 
preguntas para fortalecer el diseño y 
generar automáticamente su nombre, 
descripción, instrucciones e iniciadores 
de diálogo.

	 CONFIGURAR: Requiere definir 
manualmente cada sección. Es ideal 
para usuarios con experiencia.

Al finalizar, se pueden activar funciones 
específicas como búsqueda en internet, 
lienzo, generación de imágenes o análisis 
de código, según el propósito del GPT.

 

Recomendación final

Mantén activa la función de análisis de có-
digo y datos, ya que amplía las capacidades 
del GPT para trabajar con documentos, 
cálculos y análisis complejos.

Para profundizar en el proceso de creación, 
revisa el siguiente video tutorial: https://
www.youtube.com/playlist?list=PLtX-
h4YLoswNGPtLwlumsevcj13MdJOLmu 

https://www.youtube.com/playlist?list=PLtXh4YLoswNGPtLwlumsevcj13MdJOLmu
https://www.youtube.com/playlist?list=PLtXh4YLoswNGPtLwlumsevcj13MdJOLmu
https://www.youtube.com/playlist?list=PLtXh4YLoswNGPtLwlumsevcj13MdJOLmu
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1.	 Nuestro rol como docentes está cambiando

Nuestro papel en el aula está evolucionando. Ya no solo 
mediamos. Ahora también diseñamos experiencias de 
aprendizaje, seleccionamos contenidos y actuamos como 
guías éticos, dirigiendo a la IA como si fuera un equipo de 
expertos (desarrolladores, diseñadores pedagógicos, etc.).

Esto nos da más creatividad. Podemos construir herra-
mientas educativas sin saber programar. Antes esto no era 
posible. Ahora podemos crear nuestros propios recursos 
en lugar de depender solo de plataformas externas.

Aquí entra el concepto de “Vibecoding”. Significa crear 
aplicaciones usando lenguaje normal, como hablamos. 
En educación, a esto le podemos llamar “VibeTeach”. Se 
trata de usar nuestras palabras para crear herramientas 
de enseñanza.

Lo que importa ahora es la idea pedagógica, no tanto la 
parte técnica. En pocas palabras: dejamos de solo usar 
herramientas para empezar a crearlas.  

6.	 Académico, investigador en educación y tecnologías aplicadas al aprendizaje. Profesor de Historia y Geografía; Licenciado y Magíster en Historia (PUCV); 
Doctor in Historical Theology (CCU, EE. UU.) y candidato a Doctor en Educación en la Diversidad (Universidad Nacional de Cuyo, Argentina). Profesor 
Asociado en la Facultad de Educación de la Universidad de Las Américas, y colabora con diversas universidades a nivel nacional e internacional. Miem-
bro del Observatorio de Educación e Inteligencia Artificial (UDLA) y del grupo de investigación IEFID. Ha dictado conferencias y charlas magistrales en 
Chile y el extranjero (Universidad de Chile, USACH, Instituto Politécnico Nacional de México, entre otras) y ha sido panelista y conferencista en diversas 
instancias y eventos nacionales e internacionales. Sus líneas de trabajo abarcan metodologías activas, pedagogías alternativas, diseño instruccional e 
integración de IA. Es autor de varios artículos en revistas indexadas dando cuenta de sus investigaciones y experiencias.

VibeCoding/VibeTeach: Construyendo Aplicaciones Educativas con IA

Cristián Sepúlveda Irribarra 6  
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2.	 ¿Qué podemos construir?

Podemos hacer apps para gestionar tareas o para que los 
estudiantes aprendan. Aquí van algunas ideas prácticas:

a)	 Asistentes para evaluar y dar feedback Nos ayudan 
a automatizar parte de la retroalimentación. Así nos 
centramos en la calidad.

•	 Evaluador de Entrevistas: Una app que analiza la 
descripción de una entrevista. La IA da feedback 
con puntos fuertes y a mejorar, usando tus criterios.

•	 Analizador de Imágenes: Sube una rúbrica y la foto 
de un trabajo (un mapa, un dibujo). La IA lo evalúa 
y te da un feedback.

b)	 Simuladores y herramientas interactivas. Podemos 
diseñar escenarios de práctica para los estudiantes.

•	 Simulador de Debate: Un chat que debate contra el 
estudiante. Mantiene su postura y usa argumentos 
basados en evidencia.

•	 Generador de Casos: Una app que crea casos 
prácticos o dilemas éticos para resolver en clase. 

3.	 Apoyo en gestión y contenidos

•	 Asistente de Portafolio: Una herramienta que resume 
el progreso de un estudiante después de analizar tres 
de sus trabajos.

4.	 Crea tu primera app con Gemini en 5 pasos

No hace falta ser un experto para empezar. El proceso 
con Gemini es sencillo y es una buena herramienta para 
educación. El truco es pensar en la app como un sistema 
de input/output: qué información le das y qué resultado 
te devuelve.

Paso 1: Identifica un Problema o Necesidad Pedagógica 
Todo empieza con un objetivo claro. ¿Qué tarea repetitiva 
te quita tiempo? ¿Qué concepto les cuesta entender a tus 
estudiantes? Define el problema que quieres resolver o 
la temática a abordar. Por ejemplo, la creación manual 
de rúbricas es lenta y a veces inconsistente.

Paso 2: Define la Tarea con un Prompt Claro (Input/Ou-
tput) Ahora, traduce esa necesidad en una instrucción 
para la IA. Por ejemplo, vamos a crear una herramienta 
de productividad: un generador de rúbricas a medida.

•	 Input (lo que el docente introduce): El tipo de trabajo 
a evaluar, el nivel educativo y los criterios principales.

•	 Output (lo que la app genera): Una rúbrica completa 
y detallada, lista para usar.

Usa un prompt que describa esta aplicación:

Ejemplo: “Actúa como un equipo de expertos compuesto 
por un desarrollador web, un especialista en integración 
de tecnologías educativas con más de 30 años de expe-
riencia y un diseñador de herramientas pedagógicas. 
Crea una aplicación llamada ‘Generador de Rúbricas’. La 
app debe tener campos para que yo ingrese: (1) el tipo 
de tarea (ej. ensayo), (2) el nivel (ej. secundaria), y (3) tres 
criterios clave a evaluar (ej. argumentación, estructura, uso 
de fuentes). Al presionar un botón ‘Generar’, la app debe 
mostrar una rúbrica analítica detallada con descriptores 
para 4 niveles de desempeño.”
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Paso 3: Construye la Aplicación Gemini tomará tu descripción y creará el código de la aplicación. En la vista “Canvas”, 
verás cómo construye la interfaz con los campos de texto que pediste y el botón para generar el resultado.

Paso 4: Personaliza y Añade Funciones Una vez creada la base, puedes pedir mejoras.

	 Funciones de IA: El botón “Agregar funciones de Gemini” puede hacer que el texto de la rúbrica generada sea más 
constructivo o que sugiera ejemplos.
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	 Añade un logo: Si quieres añadir una imagen o logo, súbela a un servicio como Catbox (https://catbox.moe/). Eso te 
dará un enlace. Pasa ese enlace a Gemini para que lo incluya.

	 También puedes indicar específicamente el lugar dónde quieras que lo incluya con la herramienta “Seleccionar y 
preguntar”

	 Pantalla de bienvenida: Pídele que ponga una pantalla de inicio con instrucciones.

	 Botón de descarga: Solicita que la app integre un botón para que tus estudiantes puedan descargar sus interacciones. 
Si añades esta opción, es recomendable que incorpores al inicio una funcionalidad que solicite el nombre del estudiante, 
para que el archivo HTML se descargue con su nombre. El resultado es un archivo listo para que te lo envíen, y así 
puedes constatar que usaron la aplicación.

	 Ejemplo de prompt: “Agrega un campo para que el estudiante ingrese su nombre y un botón que diga ‘Descargar 
Interacciones’. Al hacer clic, se debe generar y descargar un archivo HTML que contenga toda la conversación o los 
resultados obtenidos en la aplicación.”
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Paso 5: Prueba, Ajusta y Comparte

	 Un truco: Empieza con la versión gratuita de Gemini (Flash), que permite más mensajes. Cuando la app esté avanzada, 
copia el código. Luego, pégalo en una nueva conversación con el modelo Pro para los detalles finales, con el propósito 
de optimizar el uso de la versión Pro que en su modo gratuito es limitada.
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	 Comparte: Usa el botón “Compartir” para obtener un enlace. Puedes pasárselo a tus estudiantes o colegas. Necesitarán 
una cuenta de Google para usar las funciones de IA.

	 RESUMEN:

 

Lámina 4: Puntos a tener en cuenta

	 La supervisión humana es fundamental. La IA ayuda, pero no decide. Revisa siempre lo que genera. Asegúrate de 
que es correcto y útil.

	 ¿Cómo guardar el trabajo de un estudiante? Una solución es pedir a la IA que añada un campo para el nombre y 
un botón de descarga. Así, el estudiante puede bajar sus resultados en un archivo HTML y enviártelo.

	 Cuida la privacidad. No uses datos personales de estudiantes en estas apps.
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Lámina 5: Para ir un paso más allá

Si ya tienes una app en Gemini y quieres mejorarla, puedes usar otras plataformas de “Vibecoding”. Te servirán para pulir 
el diseño o añadir una base de datos.

Los pasos son sencillos:

1.	 Copia todo el código de tu app en Gemini.

2.	 Pégalo en una plataforma como Lovable

3.	 Pídele a esa plataforma que use el código para recrear y mejorar tu app.

Estas herramientas te dan más control. Puedes cambiar el diseño, conectar bases de datos y preparar la app para publi-
carla o venderla.

5.	 Orientaciones Pedagógicas Clave

Al crear estas herramientas, recuerda siempre que la IA ayuda, pero no decide. Tu juicio como docente es insustituible y 
se requiere una doble revisión.

	 Inclusión y Diversidad (DUA): Diseña pensando en todos. Usa lenguaje claro, ofrece alternativas multimodales y 
asegúrate de que las imágenes incluyan texto alternativo. Cuida que el contraste y la tipografía sean accesibles.

	 Investigación en el Aula: La IA puede ayudarte a codificar respuestas o resumir evidencias para identificar patrones, 
pero la interpretación final es tuya. Registra siempre los datos de forma anónima.

	 Ética y Privacidad: Revisa críticamente los resultados para detectar sesgos. No uses datos sensibles. Sé transparente 
con tus estudiantes sobre el propósito y los límites de la herramienta.

	 Calidad del Prompt: Un buen resultado depende de una instrucción clara. Define siempre: el rol (quién es la IA), la 
tarea (qué debe hacer), el formato de salida y los límites (qué no debe hacer).

6.	 Cierre y Próximos Pasos

Checklist antes de empezar:

	 [ ] ¿Has definido un problema pedagógico concreto?

	 [ ] ¿Has pensado en la accesibilidad y la diversidad de tus estudiantes?

	 [ ] ¿Has revisado los aspectos éticos y de privacidad?

	 [ ] ¿Estás listo para validar los resultados de la IA?

Colabora y comparte: Estas herramientas mejoran con el uso. Comparte tus creaciones con otros colegas y usa la retro-
alimentación del aula para perfeccionarlas.

Para una guía más detallada puedes consultar este video: https://cutt.ly/hr9SZaUZ 

https://cutt.ly/hr9SZaUZ
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1.	 ¿Qué es un escape room educativo digital con IA?

Un escape room educativo en formato digital es un 
juego interactivo y narrativo diseñado con un propó-
sito pedagógico, constituyendo una versión digital 
simplificada de la metodología de escape room tra-
dicional. En este juego, los estudiantes se sumergen 
en un escenario ficticio donde deben resolver una 
serie de acertijos y desafíos de manera secuencial 

5.	 Profesor de Historia, Geografía y Ciencias Sociales, Licenciado en Educación y Magíster en Historia, mención Historia Política de la Pontificia Universidad 
Católica de Valparaíso. Magíster en Desarrollo Curricular y Proyectos Educativos, Universidad Andrés Bello. Magíster en Gestión Educacional, IEDE 
Business School Universidad Europea de Madrid. Doctor en Ciencias de la Educación UTECH. Director del Instituto de Educación, del Observatorio 
de uso de IA en educación y del Magister en educación con mención en innovación para el aprendizaje de Universidad de Las Américas. Miembro 
del Grupo de investigación educativa en formación inicial docente (IEFID) y del Laboratorio de Educación y Tecnologías Digitales Hospitalidad Digital. 
Especialidad en tecnología aplicada a la educación, inteligencia artificial y formación inicial docente. Sitio web: https://adrianvillegasd.com/

Creación de escape room educativos digitales con la 
inteligencia artificial Gemini de Google

Adrián Villegas Dianta 7  

para alcanzar un objetivo final, como “escapar” de 
un lugar o descubrir un misterio. Cada acertijo está 
diseñado para que los estudiantes apliquen conoci-
mientos específicos de una materia, convirtiendo el 
aprendizaje en una experiencia lúdica y memorable. 
En esta versión que se propone, se apuesta por una 
versión simple donde los acertijos están conformados 
por preguntas de selección múltiple. 

https://adrianvillegasd.com/
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2.	 Características de un escape room educativo 
digital con IA

Al ser un recurso digital potenciado con IA, este recurso 
posee características que lo hacen interesante para poder 
trabajar cualquier tipo de contenido educativo, dentro 
de esas destacan:

	 Narrativa inmersiva: Todo el juego se enmarca en 
una historia atractiva que sirve como hilo conductor, 
donde la narrativa aumenta la motivación y da contexto 
a los desafíos.

	 Interactividad y multiformato: Los estudiantes no 
son espectadores pasivos dado que deben hacer clic 
en objetos, resolver problemas, introducir códigos 
y tomar decisiones para poder avanzar, donde 
además y dependiendo del diseño se puede integrar 
hipervínculos, imágenes, sonidos, videos e incluso 
pequeñas aplicaciones dentro del recurso.

	 Desarrollo del pensamiento crítico y resolución 
de problemas: Los acertijos no suelen tener una 
respuesta obvia, ya que requieren que los estudiantes 
analicen la información disponible, conecten ideas 
y apliquen su conocimiento de forma creativa para 
superar cada obstáculo, aunque ello depende de 
tipo de actividad de avance que se proponga, siendo 
posible preguntas cerradas e incluso abiertas que 
serán revisadas por la IA, pudiendo derivar incluso 
en la generación de una aventura conversacional. 

	 Retroalimentación inmediata: El propio juego 
ofrece retroalimentación, donde si una respuesta es 
correcta, se avanza a la siguiente etapa; si es incorrecta, 
el estudiante debe reevaluar su solución. Además, es 
posible configurar un completo análisis tipo reporte 
al final del recurso.

	 Gamificación: Incorpora elementos de juego como 
desafíos, recompensas (avanzar en la historia), vidas y 
un objetivo claro, lo que aumenta significativamente 
el compromiso (engagement) y la motivación de 
los estudiantes. Fuera de ello se puede potenciar la 
gamificación e inmersión con elementos gráficos a 
modo de metáfora que apoyen la historia. 

	 Flexibilidad y accesibilidad: Al ser digital, puede ser 
utilizado en diferentes contextos: de forma individual, 
en equipos (fomentando la colaboración), en el aula 
o a distancia. Además, es fácilmente distribuible 
a través de un simple enlace y es posible crearlo 
considerando facilitar el acceso a estudiantes con 
algunas barreras visuales o auditivas. 
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3.	 Construcción de un escape room educativo 
digital con Gemini

Gemini de Google (https://gemini.google.com/), posee 
la opción “Canva” (lienzo) la que permite crear diversos 
tipos de recursos digitales. La IA actúa como un asistente 
creativo y técnico que se encarga de la tarea de la progra-
mación, permitiendo que el educador se concentre en 
el diseño pedagógico de los desafíos, aunque también 
puede actuar de asesor para su desarrollo. Para construir 
el escape room se pueden seguir estos pasos: 

	 Fase 1: La planificación pedagógica (el rol del docente)

•	 Define el objetivo de aprendizaje: ¿Qué concepto 
o habilidad quieres que tus estudiantes dominen? 
(Ejemplo: “Resolver problemas de lógica mate-
mática”).

•	 Elige una temática y una narrativa: Crea un 
contexto atractivo. (Ejemplo: “Los estudiantes 
son agentes secretos que deben desactivar una 
bomba encontrando un código de 4 dígitos”).

•	 Diseña el flujo de acertijos: Planifica de 3 a 5 
acertijos que los estudiantes deberán resolver en 
orden. La solución de un acertijo debe proporcionar 
la pista o el código para acceder al siguiente, es 
posible ayudarse con la misma IA para hacerlo. 
Algunos ejemplos son preguntas de selección 
múltiple, lógica, criptogramas, rompecabezas 
viduales, respuestas numéricas, etc.

•	 Diseña la historia, estilo gráfico, puedes indicar 
que requieres que el usuario coloque su nombre, 
seleccione un avatar, exista un número de vidas, 
tiempo, número de escenarios, actividades por 
escenarios, etc.

	 Fase 2: La construcción tecnológica (Canva)

•	 Activa la opción de Canva en Gemini disponible 
dentro de las opciones de la caja de texto cuando 
se escribe.

•	 Prompt inicial: Sé lo más detallado posible en tu 
primera instrucción, aquí puede ir todo el diseño 
indicando que es un escape room y debe ser digital 
o simplemente se pueden dar ideas generales y 
dejar que la IA diseño la propuesta.

•	 Revisa la primera versión, puede seguir agregan-
do elementos como imágenes, audios, video o ir 
indicando los elementos que se desean modificar, 
eliminar o agregar.

•	 En general la plataforma usa opciones de HTLM, 
CSS, Javascrip y otras, todas las cuales funcionan 
en cualquier navegador, además de que se le 
puede indicar que use la misma IA de Gemini, por 
ejemplo, para generar escenarios procesuales o 
revisión de respuestas escritas. 

	 Fase 3: Prueba y socialización

•	 Revisa el juego y genera las versiones que sea 
necesaria

•	 Define la versión final y presiona “Compartir” 
en la esquina superior derecha para obtener el 
hipervínculo del recurso.

•	 Considera que, si se vuelve a generar una nueva 
versión del recurso, se debe crear un nuevo link. 
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4.	 Un ejemplo de escape room y de prompt 

Compartimos el ejemplo “El Protocolo G.A.I.A” (https://g.
co/gemini/share/b751695c08b8) para poder apreciar 
algunas de las opciones comentadas en el desarrollo 
de este tipo de recursos.

Para crear un recurso similar puedes usar este prompt:

1.	 Crea un escape room educativo interactivo usando 
HTML/CSS/JS e IA, completamente funcional y 
visualmente atractivo. El tema es (indica tu tema).

2.	 Indica el título y objetivo pedagógico, puedes agregar 
aquí la historia o ideas de la misma, indicando además 
la disciplina, edad estimada del usuario, complejidad 
y otros datos que se consideren relevantes.

3.	 Introduce mecánicas de gamificación como número de 
vidas, que el usuario indique un nombre y seleccione 
un avatar asociado a la historia, tiempo, estrategias de 
avance, desafíos (aquí se puede indicar el número de 
escenarios, se aconsejan 3 para iniciar y de actividades/
preguntas dentro de cada uno: 3 también. Es posible 
describir los desafíos o dejarlos a la imaginan de la 
IA indicando de que tipo se requiere, se aconseja 
empezar con preguntas de selección múltiple). 
Entrega retroalimentación inmediata luego de cada 
respuesta.

4.	 Utiliza un diseño acorde a la historia que use avatares 
y emoticones (se le pueden indicar el link de imágenes 
y videos y se debe indicar donde integrar). Puedes 
definir las mejores combinaciones de fuentes y paletas 
de colores acortes a la historia. 

5.	 Utiliza un diseño inclusivo, responsivo.

6.	 Genera un completo reporte con retroalimentación 
al final de desarrollo del estudiante, tanto si no lo 
finaliza como si lo hace. Si lo hace ofrece además el 
cierre de la historia y una pantalla de felicitaciones. 
Puedes darle un código secreto para que se lo entregue 
al profesor y confirme de esta manera que finalizó el 
escape room.  

https://g.co/gemini/share/b751695c08b8
https://g.co/gemini/share/b751695c08b8
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La inteligencia Artificial se relaciona con un conjunto 
de conocimientos sistemáticos y estructurados que 
permiten a través del uso de las máquinas y sistemas 
informativos la capacidad de procesar cantidades de 
datos e información para la creación de sistemas inteli-
gentes que realicen tareas en apoyo a la personalización 
de experiencias, áreas del conocimiento entre otras que 
permitan a las personas potenciar la toma de decisio-
nes (de Mántaras & Crosa, 2023). En ese sentido, las IA 
generativa permite la creación de un nuevo contenido, 
tales como imágenes, códigos, textos, entre otros que 
se generan a partir de instrucciones solicitadas por el 
usuario, y este nuevo contenido creado es producto de 

grandes cantidades de información 
y datos ya existentes  (Bandi et al., 
2023), y la predictiva permite que 
a través de instrucciones o indi-
caciones que el usuario le otorga 
a la IA, predecir resultados a 
futuro a partir de información 
histórica disponible, la cual 
permite la prevención o análisis 
de situaciones, acontecimientos 

5.	 Licenciado en Educación, profesor de Educación Física para Enseñanza Básica y Media. Doctor en Actividad Física y Deporte. Magíster en Entrenamiento 
Deportivo. Magíster en Docencia Universitaria, y diplomados en Integración TIC en el Aula, Enseñanza Remota y Digital, e Integración de la Inteligencia 
Artificial en el Ámbito Educativo. Académico investigador de la carrera de Pedagogía en Educación Física en la Facultad de Educación de la Universidad 
de Las Américas. Integrante de los grupos de investigación AFySE e IEFID en la Universidad de Las Américas. Contacto: acastillop85@gmail.com

Inteligencia Artificial en el ejercicio de la profesión y 
formación del profesorado de Educación Física, hacia una 
educación situada, de calidad, inclusiva e innovadora

Antonio Castillo Paredes 8  

o hechos que pueden ocurrir a futuro y de esta manera 
se puedan tomar decisiones (Almalawi et al., 2024). 
Para el uso de la IA, se hace necesario la entrega de 
instrucciones claras, lo que se denomina PROMPT, el 
cual son indicaciones o preguntas que se le entregan a 
un modelo de lenguaje (Universidad de Navarra, 2025). 

Siguiendo esta lógica, el uso de la inteligencia en tanto 
en formación del profesorado de Educación Física como 
en su ejercicio, es clave en la actualidad, debido a que, 
se puede integrar como una herramienta 
que apoye la innovación educativa, 
la mejora y transformación de 
los procesos de enseñanza y 
aprendizaje, así como tam-
bién, reducir limitaciones en 
la calidad e inclusión de las 
experiencias educativas en el 
estudiantado  (Núñez-Valdés et 
al., 2025; Puche-Villalobos, 2024), 
permitiendo generar desde mate-
riales de apoyo hasta asistentes 
personalizados. 
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El uso de la IA en la formación del profesorado y en el 
ejercicio profesional de Educación Física, modo general, 
puede contribuir en las siguientes áreas:

I.	 Actualización tecnológica, pedagógica y 
curricular 

Debido a los cambios y demandas sociales, el uso de la 
IA en la actualización tecnológica, pedagógica y curricular 
permite la transformación de los procesos de enseñanza 
y aprendizaje, de esta manera, los contenidos y los pro-
cesos evaluativos permiten que se adapten a la realidad 
educativa, de manera innovadora, inclusiva y situada. 

En ese sentido, el uso de las tecnologías, permiten 
que a los futuros docentes y docentes de la Educación 
Física actualizar las estrategias que implementan en los 
espacios educativos, así como también la renovación en 
conocimientos, habilidades y destrezas en el uso de las 
tecnologías con fines educativos. 

Por ejemplo, el uso de la IA puede colaborar en la per-
sonalización de la planificación, evaluación, desarrollo 
de contenidos y actividades de manera progresiva según 
las características del estudiantado. A través del uso 
de los PROMPTS, el profesorado entrega instrucciones 

claras sobre el objetivo de lo que desea desarrollar, 
considerando contexto, información especifica y clara, 
solicitando detalles para el desarrollo de las actividades 
de manera eficaz. 

II.	 Toma de decisiones basadas en información 

En cuanto a la toma de decisiones, la IA apoya al 
profesorado en la recopilación y análisis de la infor-
mación sobre una temática o contenido de interés. En 
ese sentido, la IA colabora en el uso fundamentando 
de evidencias concretas, para que el profesorado 
analice, evalúe y reflexione sobre la pertinencia en su 
uso, y en la coherencia que posee esta información 
otorgada por la IA. 

Por ejemplo, luego de la petición de información a 
la IA, esta entrega información sobre el uso de apli-
caciones para dispositivos móviles o uso de relojes 
inteligentes para el seguimiento sobre la intensidad 
de los movimiento o recuento de pasos durante un 
día o en la clase de Educación Física, y como esta 
información se puede relacionar con hábitos de vida 
saludable o el cumplimiento de las recomendaciones 
de organismos nacionales o internacionales para el 
cumplimiento de estos hábitos.   
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III.	Diseño de clases situadas, inclusivas e 
innovadoras 

Para el diseño de clases situadas, inclusivas e innovado-
ras, el apoyo de la IA es clave al momento de considerar 
el desarrollo de una clase. Desde este punto de vista, el 
apoyo de la IA permite la adaptación de las actividades 
considerando las características particulares del estu-
diantado, considerando su propio ritmo de aprendizaje. 
También, promover la inclusión de estudiantes con 
necesidades educativas o funcionales, para incrementar 
la participación y motivación por parte de todo el estu-
diantado en la clase de Educación Física. 

Por ejemplo, a través de un PROMPT, el profesorado 
puede entregar las instrucciones, considerando por 
ejemplo las características físicas del entorno educativo, 
material disponible, características del estudiantado, 
contenido y duración de la clase. Así como también, 
considerar la posibilidad de desarrollar una diversidad 
de actividades que apunten hacia la inclusión e inno-
vación, como también el desarrollo de evaluaciones de 
manera continua y sistemática que permitirán el logro de 
los objetivos plantados en clases. Además, la IA permite 
diversificar el aprendizaje, facilitando la generación de 
recursos multiformato como imágenes, presentaciones, 
esquemas, videos, audios y otros, que facilita la com-
prensión ya que puede ilustrar un proceso y apoyar las 
explicaciones docentes.

IV.	Continuo desarrollo profesional 

El profesorado, no tan solo en su proceso de formación, 
debe mantenerse actualizado ante los avances tecnoló-
gicos, pedagógicos, disciplinares y científicos. El uso de 
la IA permite el acceso a la información personalizada, 
adaptada, flexible y autónomo. Desde este punto de 
vista, la entrega de instrucciones claras a la IA permite 
al profesorado acceder a plataformas y programas de 
capacitación, simular su desempeño docente o formativo, 
así como también el enriquecimiento de sus prácticas 
pedagógicas durante el desarrollo de su clase o en su 
proceso de formación. 

Por ejemplo, el acceso a programas de pago o gratuito 
disponibles en plataformas como Google, IBM, Sence, 
Coursera, Udemy, entre otras. En cuanto a su desempeño, 
podría similares instancias de retroalimentación y mejoras 
para su carrera docente, donde a través de la entrega 
de los instrumentos de evaluación de su proceso, la IA 
podría retroalimentar su práctica docente. 

Finalmente, este conjunto de áreas, fortalecer el ejercicio 
de la profesión y formación del profesorado de Educación 
Física, permitiendo mejorar su experiencia educativa, 
su práctica docente de manera alineada a los actuales 
desafíos y demandas educativas del siglo XXI. 
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Eje III: Inclusión, Evaluación 
y Gobernanza de la IA 
Generativa
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Uso de ChatGPT para generar materiales escritos inclusivos 
para personas con discapacidad y/o barreras para el 
aprendizaje y la participación

Domingo Borba Franco 9  
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Fundamentos teóricos y normativos de accesibilidad e 
inclusión en la educación superior

En la educación superior, la accesibilidad constituye un 
principio esencial de la inclusión, entendida como la elimi-
nación de obstáculos que limitan la participación plena de 
todos los estudiantes. Desde el enfoque de las Barreras para 
el Aprendizaje y la Participación (BAP), las dificultades no 
residen en la persona, sino en la interacción entre ésta y su 
entorno institucional (currículo, recursos, infraestructura o 
actitudes). Este enfoque ha sido ampliamente adoptado en 
políticas inclusivas contemporáneas, reconociendo que la 
transformación institucional es clave para garantizar el dere-
cho a la educación (Ministerio de Educación y Cultura, 2022).

Por tanto, las universidades deben identificar y remover di-
chas barreras mediante ajustes pedagógicos, tecnológicos y 
normativos que garanticen igualdad de oportunidades. Esto 
implica una revisión crítica de los entornos de aprendizaje, 
promoviendo prácticas que favorezcan la equidad y la par-
ticipación activa de todos los estudiantes, especialmente 
aquellos en situación de discapacidad o vulnerabilidad 
(Montoya Naguas et al., 2024).

El derecho a la educación inclusiva está reconocido por la 
Convención sobre los Derechos de las Personas con Disca-
pacidad (CDPD) de la ONU, que exige asegurar un sistema 
educativo inclusivo en todos los niveles, incluido el universi-
tario. Ello implica aplicar ajustes razonables (modificaciones 
que no supongan una carga desproporcionada) y promover 
el diseño universal, es decir, planificar entornos educativos 
accesibles desde su concepción para evitar adaptaciones 
posteriores. Este principio se concreta pedagógicamente 

en el Diseño Universal para el Aprendizaje, un marco que 
propone ofrecer múltiples formas de representación, expre-
sión y participación, reconociendo la diversidad de estilos, 
motivaciones y capacidades de los estudiantes (Fierro Ríos 
et al., 2024).

Implementar el DUA en el ámbito universitario supone di-
versificar materiales y evaluaciones (por ejemplo, lecturas 
accesibles, opciones de participación en línea o presencia-
les, y distintos formatos de entrega). Este enfoque no solo 
beneficia a quienes tienen discapacidad, sino que mejora 
la experiencia de aprendizaje para todos, promoviendo 
instituciones flexibles y docentes formados en inclusión. 
Como señala la literatura reciente, el DUA permite una 
planificación pedagógica más sensible a la diversidad, 
favoreciendo la autonomía y el compromiso estudiantil 
(Ayala Arias et al., 2024).

En la era digital, la accesibilidad también implica cumplir 
con las Pautas de Accesibilidad para el Contenido Web 
(WCAG) del W3C, que establecen que todo contenido debe 
ser perceptible, operable, comprensible y robusto. Esto exige 
que las plataformas y materiales educativos (PDF, videos, 
aulas virtuales) incluyan elementos como texto alternativo, 
subtítulos, navegación por teclado y estructuras coherentes. 
Más allá del cumplimiento legal, estas prácticas mejoran la 
usabilidad general y garantizan una educación verdaderamente 
inclusiva. La accesibilidad digital, por tanto, se convierte en 
un componente esencial de la calidad educativa en contextos 
virtuales y mixtos (Ministerio de Educación y Cultura, 2022).
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ChatGPT como herramienta para generar materiales 
accesibles en la universidad

La irrupción de modelos de lenguaje como ChatGPT ofrece 
oportunidades innovadoras para apoyar la creación de 
contenidos educativos accesibles. ChatGPT es un siste-
ma de IA capaz de generar y reformular texto, responder 
preguntas y seguir instrucciones en lenguaje natural. Estas 
capacidades se pueden aprovechar para adaptar lecturas, 
apuntes, evaluaciones y guías didácticas a diferentes tipos 
de necesidades especiales o barreras de aprendizaje. 
Es importante recalcar que la tecnología no sustituye la 
empatía ni el criterio humano, pero puede ser una herra-
mienta poderosa para agilizar y escalar buenas prácticas 
de accesibilidad.

En el caso de la discapacidad visual, ChatGPT puede 
transformar esquemas, gráficos o tablas en descripciones 
textuales accesibles (alt text) y reorganizar documentos 
con encabezados y estructuras jerárquicas compatibles 
con lectores de pantalla. También puede sugerir formatos 
alternativos o simplificar tablas y esquemas para quienes 
tienen baja visión, facilitando su lectura con ampliadores o 
configuraciones de alto contraste.

Para la discapacidad auditiva, ChatGPT contribuye generan-
do transcripciones, subtítulos y resúmenes de materiales 
audiovisuales, garantizando que los contenidos verbales 
tengan equivalentes textuales claros. Además, puede revi-
sar el lenguaje escrito para hacerlo más explícito y directo, 
considerando que algunos estudiantes sordos tienen al 

español como segunda lengua, o reformular guiones de 
clase en versiones autocontenidas, sin referencias orales 
implícitas

Respecto a la discapacidad cognitiva y del aprendizaje (como 
dislexia, TDAH o discapacidad intelectual), la IA puede adap-
tar textos a formato de Lectura Fácil, empleando oraciones 
cortas, vocabulario cotidiano y estructura visual clara. Puede 
también elaborar glosarios de lenguaje llano, reorganizar 
consignas en pasos numerados o crear versiones resumidas 
de materiales complejos, reduciendo la sobrecarga cognitiva 
y mejorando la comprensión.

En el ámbito de la discapacidad motora, ChatGPT facilita la 
conversión de documentos impresos a formatos digitales 
navegables por teclado o comandos de voz, y sugiere acti-
vidades alternativas cuando la tarea original requiere mani-
pulación física. También permite a docentes o estudiantes 
crear materiales por dictado, potenciando la autonomía 
mediante integración con tecnologías de asistencia.

Por último, ante discapacidades psicosociales o barreras 
emocionales, ChatGPT puede ayudar a revisar el tono de los 
materiales, evitar contenidos potencialmente sensibles y 
generar versiones más empáticas y motivadoras. Asimismo, 
permite redactar instrucciones claras y sin ambigüedades, o 
crear entornos de práctica simulada que reduzcan la ansie-
dad (por ejemplo, ensayos de exposiciones o entrevistas).
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Ejemplos de prompts estructurados para generar 
materiales accesibles

A continuación, se presentan ejemplos concretos de cómo estructurar 
indicaciones (prompts) para ChatGPT con la fórmula ROL + CONTEXTO + 
FORMATO + RESTRICCIONES. Cada caso ilustra una situación de adaptación 
inclusiva en el ámbito universitario, siguiendo esa estructura para obtener 
resultados óptimos:

1.	 Adaptación de texto complejo a Lectura Fácil

	 Rol: Eres un redactor experto en Lectura Fácil y 
accesibilidad cognitiva, con amplio conocimiento 
en simplificar información compleja.

	 Contexto: Tienes un texto académico sobre Biología 
Molecular originalmente dirigido a estudiantes 
avanzados. Debes adaptarlo para que sea comprensible 
por estudiantes con discapacidad intelectual leve o 
con dificultades de comprensión lectora.

	 Formato: Proporciona una versión del texto en 
Lectura Fácil. Esto implica usar párrafos cortos y 
lenguaje sencillo. Incluye viñetas para enumerar ideas 
cuando sea apropiado y añade un glosario básico al 
final con definiciones simples de términos técnicos 
(si aparecen).

	 Restricciones: Usa oraciones directas de máximo 
15 palabras. Evita jerga especializada; si un término 
técnico es imprescindible (ej. “ADN”), explícalo de 
inmediato en palabras comunes. No uses metáforas 
o frases abstractas difíciles. Asegúrate de que cada 
párrafo contenga una sola idea principal.

2.	 Generación de glosario en lenguaje simplificado

	 Rol: Actúa como un docente de universidad 
especializado en accesibilidad y enseñanza inclusiva.

	 Contexto: Estás creando un material de estudio de 
la asignatura Derecho Constitucional. Necesitas un 
glosario para estudiantes que presentan barreras de 
aprendizaje (por ejemplo, estudiantes extranjeros 
con bajo dominio del español jurídico o alumnos con 
dislexia) para que entiendan los términos clave del 
curso. Dispones de una lista de 10 términos técnicos 
jurídicos que deben explicarse.

	 Formato: Entrega el glosario como una lista con 
viñetas, donde cada entrada incluye el término en 
negrita, seguido de una definición clara y concisa 
en lenguaje cotidiano. Por ejemplo: “- Constitución: 
Conjunto de leyes fundamentales que organizan un 
país y protegen los derechos de las personas...”.

	 Restricciones: Limita cada definición a una o dos 
oraciones máximo, de estructura simple (sujeto 
+ verbo + complemento). No utilices sinónimos 
complejos dentro de la definición (por ejemplo, 
para “vigente” no decir “en vigor”, sino explicar “que 
está en uso actualmente”). Evita dar definiciones 
circulares. Asegúrate de que cualquier persona sin 
conocimientos previos pueda entender el concepto 
solo con lo que escribas.
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3.	 Creación de actividad adaptada para estudiante 
con dislexia

	 Rol: Eres un diseñador instruccional experto en 
dificultades de aprendizaje, especialmente dislexia, 
en contexto de educación superior.

	 Contexto: Debes proponer una actividad de lectura y 
escritura para la materia Historia Universal que incluya 
a un estudiante con dislexia. La actividad original 
pedía leer un capítulo extenso (30 páginas) y luego 
escribir un ensayo analítico. Necesitamos adaptar 
esta tarea para que el estudiante con dislexia pueda 
realizarla sin sobrecarga.

	 Formato: Presenta la actividad adaptada en pasos 
numerados. Por ejemplo: “1) Lectura guiada: ... 2) 
Elaboración de mapa mental: ... 3) Redacción asistida: 
...”. Describe cada paso con 1-2 oraciones. Incluye 
también recomendaciones de herramientas (p. ej. 
uso de software text-to-speech o fuentes especiales) 
en itálicas al final de la descripción de cada paso, si 
corresponde.

	 Restricciones: Fragmenta la lectura original en 
porciones más pequeñas (menciona cuántas páginas 
por segmento). Sugiere dar más tiempo o eliminar límite 
estricto de tiempo. Emplea un lenguaje motivador y 
positivo en las instrucciones (evita frases que puedan 
desanimar). En la parte de redacción, indica que se 
permita entrega en formato alternativo si es necesario 
(por ejemplo, “si lo prefieres, puedes grabar un audio 
explicando tus ideas en vez de escribirlas”). Usa 
terminología sencilla en las instrucciones, evitando 
sobrecargar de texto cada paso.

4.	 Creación de actividad adaptada para estudiante 
con TDAH

	 Rol: Actúa como un psicopedagogo universitario con 
experiencia en Trastorno por Déficit de Atención e 
Hiperactividad (TDAH), experto en diseñar estrategias 
que mantengan el interés y la organización.

	 Contexto: Se va a realizar un taller de Metodología de 
la Investigación de 2 horas de duración. Normalmente 
consiste en una exposición teórica larga seguida de 
una práctica escrita. Debes rediseñar la dinámica 
para incluir a un estudiante con TDAH, de manera 
que se minimicen distracciones y se favorezca su 
participación activa.

	 Formato: Describe la nueva actividad estructurada 
por bloques de tiempo (por ejemplo, dividir las 2 horas 
en cuatro bloques de 30 minutos). Para cada bloque, 
da un subtítulo (p. ej. “Bloque 1: Debate inicial - 30 
min”) seguido de una breve explicación de las tareas 
en ese segmento. Destaca con negritas las palabras 
clave de cada bloque (ej: “pausa”, “actividad grupal”, 
“retroalimentación inmediata”).

	 Restricciones: Incluye en la planificación pausas cortas 
cada 30 minutos para recargar la atención (menciónalas 
explícitamente). Alterna entre diferentes tipos de 
actividad en bloques consecutivos (por ejemplo, 
teoría -> discusión -> práctica -> retroalimentación) 
para aprovechar la variabilidad, ya que esto ayuda 
a estudiantes con TDAH a mantenerse enfocados. 
Las instrucciones de cada bloque deben ser breves 
y directas, no más de 3 líneas por bloque. Evita 
indicar actividades muy abiertas del tipo “investiga 
libremente”, en su lugar provee estructura (ej: “responde 
a estas 3 preguntas guiadas...”). Finalmente, sugiere 
una estrategia de apoyo al final, por ejemplo: “El 
estudiante con TDAH se ubicará cerca del profesor y 
recibirá recordatorios verbales discretos en caso de 
distracción”.
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5.	 Adaptación de actividad para estudiante con 
discapacidad auditiva

	 Rol: Eres un especialista en educación inclusiva 
centrado en estudiantes sordos, con conocimiento 
de Lengua de Señas e intérpretes, dentro del contexto 
universitario.

	 Contexto: En una asignatura de Ingeniería de 
Software, se planificó una presentación oral grupal 
con apoyo de diapositivas al final del semestre. Uno 
de los estudiantes del grupo es sordo y se comunica 
principalmente en Lengua de Señas. Debes proponer 
adaptaciones para que este estudiante participe 
plenamente en la presentación y pueda comunicar 
su parte del trabajo al público.

	 Formato: Redacta las medidas de adaptación en 
forma de lista enumerada. Cada punto debe describir 
una acción o recurso específico. Por ejemplo: “1) 
Intérprete de Lengua de Señas: ...”, “2) Subtítulos en 
vivo: ...”, “3) Reparto equitativo de roles: ...”. Incluye 4 o 
5 medidas en total, combinando apoyos tecnológicos 
y ajustes en la dinámica del grupo.

	 Restricciones: Redacta cada medida en términos 
claros y propositivos, de 2-3 oraciones. Evita lenguaje 
técnico sobre equipos audiológicos; concéntrate en 
soluciones prácticas (ej: proveer un intérprete o usar 
apps de transcripción en tiempo real). Asegúrate de 
abordar tanto la recepción de la información (cómo 
el estudiante sordo seguirá las partes que presenten 
sus compañeros oyentes) como la expresión (cómo 
él/ella presentará su sección). Por último, menciona 
la necesidad de que el material visual (diapositivas) 
sea auto-explicativo con texto o gráficos, para no 
depender únicamente de la voz del expositor.

Estos ejemplos muestran cómo, formulando cuidadosamente 
el rol, el contexto, el formato deseado y las restricciones o 
criterios específicos, podemos orientar a ChatGPT para que 
genere contenidos educativos adaptados a una amplia gama 
de necesidades. La clave está en explicitar las consideracio-
nes de accesibilidad en el prompt, de modo que la IA “se 
ponga en los zapatos” de un experto en inclusión y produzca 
resultados acordes. Por supuesto, el producto final siempre 
debe ser revisado por el docente o especialista humano, pero 
esta metodología acelera significativamente la obtención de 
materiales base inclusivos. En la práctica, ChatGPT puede 
actuar como un asistente personal de accesibilidad que 
sugiere mejoras y soluciones, permitiendo a los educadores 
centrar más tiempo en la interacción pedagógica directa 
con los estudiantes.
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En el contexto de una educación superior tensionada por la 
irrupción de las inteligencias artificiales generativas (IAG), la 
evaluación del aprendizaje requiere ser repensada desde un 
enfoque ético, reflexivo y situado. Tal como plantean Santos 
Guerra (2020) y Deneen y Brown (2016), la evaluación no es 
un acto técnico sino profundamente ético, en tanto define 
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sidad Católica de Valparaíso. Magíster en Educación mención evaluación educativa, Pontificia Universidad Católica de Valparaíso. Doctora en Política 
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asociados al área de evaluación del aprendizaje y participación en grupos de investigación tanto nacionales como internacionales. Actualmente es 
académica investigadora del Instituto de Educación y Lenguaje de la Universidad de las Américas y Directora del Magíster en Docencia Universitaria 
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Inteligencias artificiales generativas y evaluación auténtica: un 
diálogo posible

Karen Núñez Valdés 10

qué se valora y cómo se conciben las formas de aprender. 
Las IAG, entre ellas ChatGPT, Gemini, DeepSeek o Copilot, 
desafían los modos tradicionales de evaluar al posibilitar la 
producción automatizada de textos, imágenes o códigos, 
invitando a reconfigurar el sentido de la autenticidad y el 
aprendizaje significativo.
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1.	 Evaluación auténtica en tiempos de IA

La evaluación auténtica, según Díaz Barriga y Hernández 
(2002) y Villarroel y Bruna (2019), se basa en la idea de 
que los aprendizajes deben evaluarse en contextos reales 
o simulados que reflejen la complejidad de la práctica 
profesional. Este enfoque valora el desempeño en tareas 
que implican resolución de problemas, pensamiento 
crítico y aplicación de conocimientos en contextos 
significativos. En tiempos de IA, esta perspectiva cobra 
relevancia porque permite centrar la evaluación en pro-
cesos cognitivos y éticos que las máquinas no pueden 
reemplazar: el juicio, la creatividad situada y la 

2.	 Tensiones y posibilidades del uso de IA en la eva-
luación auténtica

Entre los principales desafíos se encuentran la depen-
dencia tecnológica, la brecha digital y la necesidad de 
resguardar la autoría y la ética en el uso de herramientas 
generativas (Chiu et al., 2023). Sin embargo, también 
emergen oportunidades: la IA puede apoyar la persona-
lización del aprendizaje, el diseño de rúbricas dinámicas, 
la retroalimentación automatizada y la simulación de 
escenarios profesionales auténticos. De este modo, la IA 
se convierte en un instrumento pedagógico cuando su 
uso se enmarca en criterios éticos, críticos y reflexivos.

3.	 Orientaciones pedagógicas para un diálogo posible

A partir de los fundamentos elaborados por diferentes 
autores (O’Malley y Pierce, 1996; Dochy y McDowell, 
1997; Nicol, Thompson y Breslin, 2014), se proponen 
las siguientes orientaciones para integrar inteligencias 
artificiales generativas en evaluaciones auténticas:

	 Promover tareas contextualizadas, donde el uso 
de IA forme parte del proceso de indagación, análisis 
y creación, no del resultado final.

	 Favorecer la coevaluación y la autoevaluación 
asistida por IA, en la que los estudiantes contrasten sus 
resultados con modelos generados por la herramienta.

	 Diseñar rúbricas que incluyan criterios éticos sobre 
el uso responsable de IA, reconociendo la autoría y 
la toma de decisiones del estudiante.

	 Utilizar la IA como recurso de andamiaje 
para fortalecer habilidades de orden superior: 
argumentación, síntesis, creatividad y reflexión crítica.

	 Documentar el proceso de aprendizaje (portafolios 
digitales, diarios reflexivos, registros de interacción 
con IA) como evidencia de autenticidad.
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4.	 Ejemplo de una Tarea auténtica 

Actividad: Formular una pregunta de investigación con apoyo de IA generativa

	 Contexto

Asignatura: Metodología de la Investigación

Nivel: Pregrado 

Duración: 2 semanas

Modalidad: Individual

	 Situación problemática

Uno de los principales desafíos al iniciar una investigación es formular una pregunta que sea clara, pertinente y viable. 
En la actualidad, herramientas de inteligencia artificial generativa (IAG), como ChatGPT, Copilot o Gemini, pueden 
ayudar a los estudiantes a generar ideas, revisar conceptos o refinar una pregunta, siempre que se usen de manera 
ética y crítica. La tarea consiste en formular una pregunta de investigación original en el campo de estudios y analizar 
cómo la IA puede ayudarte a mejorarla sin reemplazar el propio razonamiento.

	 Productos esperados

1.	 Informe breve (2–3 páginas) que incluya:
• Tema general de interés y justificación de su relevancia.
• Versión inicial de la pregunta de investigación.
• Registro del uso de IA (prompts o indicaciones dadas, respuestas recibidas).
• Versión final de la pregunta con explicación de los cambios realizados.
• Reflexión final: ¿qué aprendiste del proceso y qué límites encontraste en la IA?

2.	 Anexo de evidencias: 
• Capturas o fragmentos del diálogo con la IA.
• Breve tabla comparativa “antes y después del uso de IA”.

	 Criterios de evaluación 

CRITERIO NIVEL ALTO NIVEL MEDIO NIVEL INICIAL

Claridad y 
pertinencia de la 
pregunta

La pregunta es clara, precisa 
y relevante para el campo 
disciplinar.

La pregunta es comprensible, 
pero algo general o ambigua.

La pregunta es poco clara o 
irrelevante.

Uso reflexivo de IA Describe de manera crítica cómo 
la IA aportó al proceso y qué 
decisiones tomó.

Menciona el uso de IA sin 
reflexionar en profundidad.

No explica el uso de IA o se 
limita a copiar resultados.

Argumentación Presenta una justificación sólida 
y coherente con la pregunta 
planteada.

Justificación parcial o basada 
en opinión.

Sin justificación o muy 
superficial.

Reflexión ética Reconoce límites, riesgos y 
aprendizajes derivados del uso 
de IA.

Menciona brevemente la 
dimensión ética.

No aborda el uso responsable 
de la IA.
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	 Orientaciones pedagógicas:

•	 El estudiante debe demostrar su proceso de pensamiento, no solo el resultado 
final.

•	 La IA puede emplearse para explorar ideas, mejorar la redacción o clarificar con-
ceptos, pero no para sustituir la reflexión personal.

•	 El docente debe guiar el proceso, invitando a documentar las interacciones y a 
reflexionar sobre el grado de autonomía en el uso de la herramienta.

•	 Esta tarea puede integrarse en un portafolio de investigación, permitiendo evaluar 
el progreso en pensamiento crítico y formulación de problemas.

5.	 Conclusión

El diálogo entre inteligencias artificiales generativas y evaluación auténtica no es una 
contradicción, sino una oportunidad para resignificar la enseñanza en clave de ética, 
creatividad y juicio profesional. Como afirma Santos Guerra (2020), evaluar es comprender 
para mejorar, y en esta nueva era digital esa comprensión requiere integrar lo humano y 
lo tecnológico desde una mirada crítica, formativa y transformadora.
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La Irrupción de la IA Generativa en el Ámbito Educativo

La Inteligencia Artificial Generativa (IAG) es una tecnología 
que genera automáticamente contenidos en respuesta a 
instrucciones en lenguaje natural, conocidas como prompts 
(UNESCO, 2024). A diferencia de las tecnologías anteriores 
que se limitaban a organizar la información existente, la 
IAGen produce contenido nuevo en múltiples formatos, 
como texto, imágenes, video, música y código.

Su importancia estratégica en la educación se ha vuelto 
innegable tras la irrupción de herramientas como ChatGPT 
a finales de 2022. Esta aplicación se convirtió en la de más 
rápido crecimiento de la historia, alcanzando 100 millones 
de usuarios en enero de 2023 (UNESCO, 2024), marcando un 
punto de inflexión para docentes, estudiantes e instituciones 
educativas a nivel global. El debate sobre su rol en el aula 
debe enmarcarse en una visión humanista. Como señala 
Stefania Giannini, Subdirectora General de Educación de 
la UNESCO, la IA no debe usurpar los ámbitos propios de 
la inteligencia humana. Más bien nos invita a reconsiderar 
nuestras concepciones establecidas del conocimiento y el 
aprendizaje humano (Giannini, 2023, en UNESCO, 2024). 
Este escrito sigue esa invitación, analizando las herramien-
tas, oportunidades y desafíos de la IAGen para preparar el 
terreno hacia una integración que potencie las capacidades 
humanas en lugar de sustituirlas.
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Modelos y Herramientas Clave: Del Texto a la Creación Multimedia

Para aplicar eficazmente la IAG en el aula, es fundamental 
comprender la diversidad de sus modelos y herramientas. 
Estas tecnologías son capaces de transformar instrucciones 
de lenguaje natural en una amplia gama de contenidos 
multimedia, abriendo un abanico de posibilidades para la 
creación de materiales didácticos y proyectos estudiantiles. 
La esencia misma de los modelos de lenguaje está basada 
en la creación de contenidos, la que ha ido avanzando en 
complejidad a lo largo de los meses; es más, los modelos 
de lenguaje actualmente consideran la creación de texto a 
imágenes y texto a video como es el caso de Gemini y sus 
modelos de imagen 2.5 Flash Image  (también conocido 
como Nano Banana) y su modelo de texto a video Veo 3, 
los que se posicionan entre los mejores en este momento.

 A continuación, se presenta una tabla que clasifica los princi-
pales tipos de modelos y algunos ejemplos de herramientas 
relevantes en el contexto educativo.

TIPO DE 
MODELO

EJEMPLOS DE HERRAMIENTAS

LLM (Texto 
como fortaleza)

ChatGPT, Claude, Gemini, Grok, 
Deepseek, Mistral, Kimi, llama, 
Perpelexity, entre otros.

Texto a Imagen Midjourney, Stable Diffusion, Gemini 
2.5 Flash (Nano Banana), Leonardo. Ai, 
Lexica, Canva Magic Studio, entre otros.

Texto a Video Runway, Veo 3, Sora 2, Pika.Art, Heygen, 
Invideo, Veed, entre otros.

Texto a 
Presentaciones

Kimi Slides, Presentations.AI, Gamma, 
Mentimeter, Prezi, Sedsteps, Slides Ai, 
Slidesgo, Beautiful Ai, Canva, entre otros.

Más allá de conocer el panorama de herramientas disponi-
bles, es crucial analizar cómo estas pueden ser integradas en 
los procesos de enseñanza y aprendizaje para potenciar la 
experiencia educativa de manera significativa y responsable.

 

Oportunidades para la Docencia y el 
Aprendizaje

Utilizada de manera reflexiva y crítica, la Inteligencia Artificial 
Generativa puede convertirse en un poderoso aliado para 
personalizar y enriquecer la experiencia educativa. Su po-
tencial se extiende tanto a la labor del docente, optimizando 
tareas administrativas y creativas, como al proceso de apren-
dizaje del estudiante, ofreciendo un apoyo individualizado 
y fomentando nuevas formas de exploración y creación.
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Riesgos y Desafíos: Una Mirada Crítica
Los desafíos que plantea la IAG no deben ser vistos como 
barreras insuperables, sino como aspectos críticos que 
demandan una gestión proactiva, políticas claras y, sobre 
todo, una alfabetización digital robusta en toda la comu-
nidad educativa. Abordar estos riesgos es una condición 
indispensable para una integración ética y pedagógicamente 
sólida. Por ello, los marcos de ética, responsabilidad y sus-
tentabilidad de su uso deben estar en la conversación de 
las gobernanzas, para avanzar en políticas, lineamientos y 
orientaciones claras. De igual forma, el uso supervisado en 
niños y jóvenes, el tema de la creatividad y las preocupaciones 
de la suplantación y el plagio, deben estar presentes para 
elaborar formas de abordaje.

 

Dilemas Éticos y Responsabilidad
	 Integridad Académica y Desinformación: Uno de los 
riesgos más citados es el plagio y la dependencia excesiva, 
una preocupación compartida por los propios estudiantes 
(Hernández González et al., 2024). Este problema se 
agrava por el fenómeno de las “alucinaciones”, donde 
los modelos generan información factual incorrecta con 
aparente seguridad (UNESCO, 2024). Así, los estudiantes 
no solo pueden plagiar, sino también introducir falsedades 
convincentes en sus trabajos, creando un desafío dual para 
los educadores que deben verificar tanto la originalidad 
como la veracidad del contenido.

	 Sesgos y Equidad: Los sistemas de IAG se entrenan con 
enormes volúmenes de datos extraídos de internet, los 
cuales reflejan prejuicios sociales, de género y culturales 
existentes. Como resultado, los modelos pueden 
reproducir y amplificar estos sesgos. Por ejemplo, se ha 
observado que herramientas como Midjourney tienden 
a generar imágenes de personas en ciertas profesiones 
especializadas que refuerzan estereotipos de género 
(IBM Data and AI Team, s.f.).

	 Propiedad Intelectual: Existe un conflicto fundamental 
sobre los derechos de autor, ya que los modelos se entrenan 
utilizando “contenido protegido, no meramente ideas” 
sin la autorización de sus creadores (Corrales, 2024). 
Este conflicto no es teórico; se basa en la forma en que 
los modelos procesan la información. A diferencia de 
un humano que aprende conceptos, la IAG transforma 
las obras originales en representaciones matemáticas 
(vectores o embeddings) que reproducen la palabra, su 
posición y su contexto, preservando la expresión original 
protegida por derechos de autor, no solo la idea abstracta 
(Corrales, 2024).
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Hacia un Uso Responsable y Centrado en el Humano
La irrupción de la Inteligencia Artificial Generativa ha dejado 
claro que ignorarla o prohibirla no es una estrategia viable 
para el sector educativo. La única vía sostenible es una in-
tegración guiada, crítica y centrada en el desarrollo de las 
capacidades humanas. Para que esta integración sea exitosa 
y ética, las instituciones educativas deben actuar de manera 
urgente sobre tres pilares interdependientes.

Primero, es imperativa la formación docente inmediata. Los 
propios estudiantes perciben que sus profesores necesitan 
capacitación para guiar un uso efectivo y ético de estas he-
rramientas (Hernández González et al., 2024). Sin docentes 
preparados para liderar este cambio, cualquier política 
institucional será insuficiente.

Segundo, el eje de toda estrategia de integración debe ser el 
desarrollo del pensamiento crítico. Es fundamental enseñar 
a los estudiantes a interactuar con la IAG como un asistente 
falible, no como una fuente de verdad. Deben aprender 
a “evaluarla siempre de forma crítica” y nunca aceptar la 
información que proporciona “al pie de la letra” (UNESCO, 
2024, p. 17). Esta habilidad es la principal defensa contra la 
desinformación y la dependencia intelectual.

Finalmente, es crucial establecer políticas institucionales 
claras. Las instituciones deben desarrollar marcos norma-
tivos y guías de uso explícitas sobre integridad académica, 
privacidad de datos y uso aceptable. 

Actuar sobre estos tres pilares de forma coordinada permitirá 
que la IAG se convierta en una herramienta para aumentar 
la inteligencia y la creatividad humanas, no para reempla-
zarlas, lo que actualmente se Conoce como co inteligencia. 
El objetivo no es formar estudiantes que sepan obtener 
respuestas de una máquina, sino ciudadanos capaces 
de formular preguntas correctas, evaluar críticamente las 
respuestas y crear nuevo conocimiento en un futuro digital 
verdaderamente centrado en el ser humano.

Nota. Parte del contenido de este informe fue elaborado con 
el apoyo de la herramienta de inteligencia artificial generativa 
ChatGPT (GPT-5, OpenAI, 2025), utilizada exclusivamente 
como asistente de redacción y revisión de estilo. La autora 
revisó, editó y validó todas las secciones para asegurar la 
exactitud conceptual y el cumplimiento de los criterios 
académicos de la institución.
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Palabras al cierre
Vivimos un momento histórico en el que la inteligencia 
artificial ya no es una promesa futura, sino una realidad 
cotidiana que atraviesa nuestras formas de conocer, comu-
nicarnos y enseñar, en este nuevo escenario, la educación se 
encuentra ante un doble desafío: comprender la magnitud 
del cambio tecnológico y, al mismo tiempo, mantener su 
sentido profundamente humano.

El libro Inteligencia Artificial y Educación: Perspectivas 
Humanistas, Prácticas Innovadoras y Horizontes Inclusi-
vos surge como una respuesta a ese desafío. Reúne una 
reflexión colectiva sobre cómo pensar, integrar y gobernar 
la IA desde la educación, no como un fin técnico, sino como 
una oportunidad para ampliar la inteligencia humana, la 
creatividad y la justicia social.

En sus páginas se despliega una visión compleja y plural: 
una educación que dialoga con la tecnología sin subordi-
narse a ella; una pedagogía que innova, pero no renuncia 
a la ética; y una comunidad académica que asume el deber 
de enseñar a pensar críticamente en un mundo mediado 
por algoritmos.

Una pedagogía de la inteligencia compartida
La inteligencia artificial nos obliga a repensar qué significa 
enseñar y aprender. Ya no basta con transmitir información 
o aplicar métodos predefinidos: es necesario redefinir la 
noción misma de inteligencia. En este contexto, la edu-
cación se convierte en el espacio donde lo humano y 
lo tecnológico pueden encontrarse, complementarse y 
cuestionarse mutuamente.

Desde esa perspectiva, la IA no debe ser vista como sustituta 
del profesorado, sino como una aliada epistémica: una 
herramienta que amplía nuestras capacidades cognitivas 
y expresivas, que puede estimular la creatividad, facilitar 
la personalización del aprendizaje y abrir nuevas rutas 
para la colaboración. Pero esta alianza solo será fecunda 
si se sostiene en un proyecto ético, reflexivo y humanista, 
capaz de poner límites y de orientar el uso de la tecnología 
hacia el bien común.

Formar en IA no significa solo aprender a usar herramientas, 
sino aprender a pensar con ellas: interrogar sus sesgos, 
comprender sus lógicas y aprovechar su potencial sin perder 
el juicio crítico. La verdadera alfabetización digital consiste 
en enseñar a habitar la tecnología de manera consciente, 
autónoma y responsable.

Innovar con sentido, incluir con justicia
La innovación educativa no puede desvincularse de la ética 
y de la inclusión. Integrar inteligencia artificial en los proce-
sos formativos implica preguntarse para qué, para quiénes 
y bajo qué condiciones. Si la tecnología se incorpora sin 
reflexión, puede reproducir las mismas desigualdades que 
promete resolver; si se usa con criterio, puede convertirse 
en una herramienta poderosa de democratización del 
conocimiento.

Por eso, este libro subraya la necesidad de construir una 
educación inclusiva y equitativa, que asegure el acceso, la 
accesibilidad y la participación de todas las personas en los 
entornos digitales. La IA debe estar al servicio de la diversi-
dad, no de la homogeneización; debe abrir caminos para 
la expresión, no imponer formatos únicos de aprendizaje.

Innovar con sentido significa también evaluar con huma-
nidad, entender la evaluación como un proceso dialógico 
que fomente la autorreflexión, la creatividad y la mejora 
continua. En este horizonte, la inteligencia artificial se inte-
gra no para calificar, sino para retroalimentar, acompañar 
y ampliar la mirada pedagógica.
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Gobernar la inteligencia artificial desde la 
educación

En tiempos de disrupción tecnológica, la educación no 
puede limitarse a adaptarse: debe liderar el proceso de 
integración ética y crítica de la IA. Ello implica establecer 
políticas claras, marcos de actuación y criterios institucio-
nales que orienten su uso responsable.

El Observatorio sobre uso de Inteligencia Artificial en 
Educación, de la Facultad de Educación de la Universidad 
de Las Américas, surge precisamente como un espacio 
para articular investigación, docencia y reflexión sobre 
estos temas. Su propósito es acompañar a la comunidad 
educativa en el desarrollo de una cultura digital ética, 
inclusiva y crítica, generando conocimiento que oriente 
las prácticas pedagógicas, la formación docente y las 
decisiones institucionales.

Desde el Observatorio entendemos que la inteligencia 
artificial es un fenómeno educativo total: afecta los modos 
de aprender, de enseñar, de evaluar y de relacionarnos. Por 
ello, su estudio no puede ser solo técnico, sino también 
filosófico, político y pedagógico. Este libro constituye una 
de las primeras expresiones de ese esfuerzo institucional 
por pensar la IA desde la educación y no simplemente en 
la educación.

Una invitación a seguir pensando juntos
Inteligencia Artificial y Educación: Perspectivas Humanistas, 
Prácticas Innovadoras y Horizontes Inclusivos no pretende 
ofrecer respuestas definitivas, sino abrir conversaciones 
necesarias. Cada capítulo aporta una mirada distinta, pero 
todas comparten una misma convicción: la educación no 
puede renunciar a su misión humanizadora en la era digital.

La inteligencia artificial no sustituirá a los educadores, 
pero los desafía a reinventarse. Nos convoca a imaginar 
nuevas formas de enseñar, de acompañar y de crear co-
nocimiento. Nos exige combinar el rigor del pensamiento 
con la apertura de la curiosidad, la técnica con la ética, la 
razón con la emoción.

En última instancia, este libro es una invitación al diálogo 
y a la acción: a formar docentes críticos y creativos, capa-
ces de usar la inteligencia artificial no para automatizar 
la educación, sino para profundizar su sentido humano.

El futuro de la educación, tal como se vislumbra desde el 
Observatorio, no será ni completamente digital ni pura-
mente humano: será un espacio de co-inteligencia, donde 
la tecnología amplifique la capacidad de pensar, sentir y 
aprender juntos.

Porque la inteligencia artificial no reemplazará a los 
profesores; serán los profesores, con inteligencia, ética 
y creatividad, quienes transformarán la inteligencia 
artificial en una aliada del aprendizaje humano.
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